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Selected Digital Computer Techniques
for Groundwater Resource Evaluation

by T. A. Prickett and C. G. Lonnquist

ABSTRACT

Generalized digital computer program listings are given that can simulate one-, two-, and
three-dimensional nonsteady flow of groundwater in heterogeneous aquifers under water table,
nonleaky, and leaky artesian conditions. Programming techniques involving time varying pump-
age from wells, natural or artificial recharge rates, the relationships of water exchange between
surface waters and the groundwater reservoir, the process of groundwater evapotranspiration,
and the mechanism of converting from artesian to water table conditions are also included.

The discussion of the digital techniques includes the necessary mathematical background,
documented program listings, theoretical versus computer comparisons, and field examples.
Also presented are sample computer input data and explanations of job setup procedures.

A finite difference approach is used to formulate the equations of groundwater flow. A
modified alternating direction implicit method is used to solve the set of resulting finite dif-

ference equations.

The programs included are written in FORTRAN 1V and will operate with any consistent set

of units.

INTRODUCTION

The use of digital computers in groundwater resource
evaluation has grown rapidly within the past few years.
Computers are now widely available that allow solution
of large sets of simultaneous equations that are involved
in studying cause and effect relationships in heterogeneous
aquifer systems with a wide variety of boundary conditions.
The digital computer can deal with problems of much
greater complexity than is practical with electric analog or
analytical methods. However, digital computers will not
cause analytical methods or electric analog simulators to be-
come obsolete; used in conjunction with these other tools
available to the hydrologist, digital computers can greatly
improve the analysis of groundwater problems.

This report, which describes the digital computer tech-
niques used at this time by the Illinois State Water Survey,
is aimed primarily to the engineer and geologist involved
in evaluating groundwater resources. The discussion of the
digital techniques includes the necessary mathematical back-
ground, documented program listings, theoretical examples,
and field applications.

The main object of this report is to present generalized
computer programs that will simulate one-, two-, or three-
dimensional nonsteady-state flow problems in heterogeneous
aquifers under water table, nonleaky, and leaky artesian
conditions. These programs cover time varying pumpage
from wells, natural or artificial recharge rates, the rela-
tionships of water exchange between surface waters and the
groundwater reservoir, the process of groundwater evapo-

transpiration, the mechanism of possible conversion of stor-
age coefficients from artesian to water table conditions, and
the three-dimensional problem.

A finite difference approach that is identical to that
taken in designing electric analog simulators has been
adopted in formulating the equations of groundwater flow.
Thus investigators whose experience is solely with designing
electric analogs will find many similarities in the digital
model designing procedures.

Part 1 of this report provides a description of the mathe-
matical derivation of the finite difference equations govern-
ing the flow of groundwater in a form amenable to digital
computer solution. Also described is a modified alternating
direction implicit procedure by which the computer pro-
grams solve the set of finite difference equations.

Part 2 presents a 'basic aquifer simulation program' and
describes its use in detail. The basic aquifer simulation
program is intended for studying cause and effect relation-
ships in heterogeneous aquifer systems with constant pump-
age taking place from wells simulated at any node point of
the digital model.

The basic aquifer simulation program forms the nucleus
of all remaining programs of the report. Part 3 includes
the various modifications made to the basic program that
allow incorporating additional features such as specialized
types of printout and the differing boundary conditions
mentioned above. The program modifications are added
and discussed one at a time. The modified program listings



are given, sample data sets are included along with job
setup instructions, and comparisons are made between
theoretical and field examples where possible.

It is intended that simulation of various conditions, appli-
cable for particular aquifer situations, can be accom-
plished by combining separate features of several computer
programs. Given as an example is a combined aquifer
simulation program that can simultaneously handle all of the
conditions mentioned earlier.

Also included are a specialized computer model for a
field example, an analog-digital computer comparison of
solutions of a hypothetical model problem, and an analysis
of heads or drawdowns at pumped well nodes of the digital
model.

The computer programs included in this report were
written in FORTRAN Iv for use on an IBM 360 system model
75 with a G level compiler. However, the programs will
operate, with modifications, on other computers. Also, these
computer programs are written so that they will operate
with any consistent set of units.

The reader should be cautioned that the program listings
of this report are not intended to be 'canned programs' but
are meant to present the basic concepts of individual bound-
ary condition modeling which, in combination with one

another, will serve as a basis for designing digital models for
particular aquifer situations.
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Part 1. Mathematical Background

Mathematical Derivation of
Finite Difference Equations

The partial differential equation (Bittinger et al., 1967)
governing the nonsteady-state, two-dimensional flow of
groundwater in an artesian, nonhomogeneous, and isotropic
aquifer is

3/9x (T 8h/ax) + 8/0y (T 8h/ay) = Soh/ot +Q (1)
where
T = aquifer transmissivity

h = head

t = time

S = aquifer storage coefficient

Q = net groundwater withdrawal rate per unit area

X, y = rectangular coordinates

There is no general solution to equation 1; however, a
numerical solution of that equation can be obtained
through a finite difference approach. The finite difference
approach first involves replacing the continuous aquifer
system parameters by an equivalent set of discrete elements.
In working with digital computers both the space and time
variables are treated as discrete parameters. Secondly, the
equations governing the flow of groundwater in the dis-
cretized model are written in finite difference form. Finally,
the resulting set of finite difference equations is solved nu-
merically with the aid of a digital computer.

The finite difference equations can be derived in two
ways; i.e.,, from the physical standpoint involving Darcy's
law and the principle of conservation of mass, or by a
conventional mathematical treatment, substituting finite
difference approximations for the derivatives of equation 1.
Both derivational routes lead to the same result. The finite
difference equations of this report are derived from the
physical standpoint as follows.

A finite difference grid is superposed over a map of an
aquifer as illustrated in figure 1. The aquifer is thus sub-
divided into volumes having dimensions mAxAy where m
is the thickness of the aquifer. The differentials d0x and dy
are approximated by the finite lengths Ax and Ay, re-
spectively. The area AxAy should be small compared with
the total area of the aquifer to the extent that the discrete
model is a reasonable representation of the continuous sys-
tem. The intersections of grid lines are called nodes and
are referenced with a column (i) and row (j) coordinate
system colinear with the x and y directions, respectively.

Flow rate terms (Qq, 2 3 ... n) are arbitrarily assigned
flow directions as illustrated in figure 1. Flow rate terms Qq,
Q2, Qs, and Qg represent node-to-node water transfer rates.
Qs is the flow rate associated with the amount of water
taken into or released from storage per unit time increment
At. Water is being taken into storage since the assigned
direction of the flow rate term Qs is out of the node i,j as il-
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Figure 1. Finite difference grid

lustrated in figure 1. Qg is defined as a net constant with-
drawal rate. A seventh generalized flow rate term Q, is in-
cluded to account for other special conditions such as
leakage, induced infiltration, and effects of evapotranspira-
tion which will be added later in this report.

The continuity condition relating the flow rates entering
and leaving the node i,j of figure 1 requires that the rates
be equal as follows

Qut+ U+ Qs =Q+Q+ Qe+ Qs (2)

Determining the values of the flow rate terms of equation
2 involves three considerations. First, it is necessary to define
what portion of the aquifer is represented by each individual
term. Secondly, it must be kept in mind that, although the
flow rates may take place in any direction in the aquifer
system, they are restricted to the x and y directions in the
finite difference approach. The portions of the aquifer in-
cluded in the flow rate terms then may be referred to as
‘'vector volumes' to emphasize that not only a volume but
also the direction of flow is being considered (Karplus,
1958). Finally, since time is discretized, equation 2 repre-
sents an instantaneous balance at the end of a time incre-
ment.

Horizontal projections of the vector volumes of the node-
to-node flow rate terms Qi, Q,, Qz, and Q4 are defined as
illustrated in figure 2. All vector volumes of figure 2 have a
vertical dimension extending the full depth of the aquifer,
m. Furthermore, the portion of aquifer involved with each
of these flow rate terms extends in width one half of the grid
interval on either side of the line between node points

3
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Figure 2. Vector volumes for node-to-node flow rate terms

and is equal in length to the grid interval. Darcy's law is
then applied to the flow rate terms Q; through Qg to give

Qi = Tia4s (heary ~ hi)Ay/Ax (3a)
Qo = Tysa2 (hi; — hap )Ay/Ax (3b)
Qs = Tijn (o — hip)Ax/Ay (3¢c)
Qu = T (hiy — heg)Ax/Ay (3d)
where

Tij1 = aquifer transmissivity within the vector volume
between nodes i,j and i,j + 1 (see figures 2c and

d)
Tij2. = aquifer transmissivity within the vector volume
between nodes i,j and i,j + 1 (see figures 2c and

b)
hij = calculated heads at the end of a time increment
measured from an arbitrary reference level at

node i,j

Horizontal projections of the vector volumes of the flow
terms Qs, Qq, and Q, are identical (figure 3). These vector
volumes, except that related to Q,, extend the full depth
of the aquifer and have horizontal dimensions of AxAy, the
volumes being centered around the node point ij.

The flow rate term Qs, representing the rate at which
water is taken into storage, is given by

Qs = SAxAy (hy; ~ heys)/At (4)
where

hgi; = calculated head at node ij at the end of the
previous time increment At

At = time increment elapsed since last calculation of
heads
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Figure 3. Vector volumes for flow rate terms Qs, Qg and Q,

The flow rate term Qg is made equal to a constant net
withdrawal rate from the vector volume of node i,j of figure

3 as follows
Qs = Qi {3)

Since no special source or sink functions are included at
this time, the flow rate term Q, is set equal to zero. How-
ever, the term Q, will be carried along in the derivations
that follow so that when special functions are included their
relationships may be substituted without re-derivation.

Therefore
Q= Qs (6)

Substitution of equations 3, 4, 5, and 6 into equation 2
results in

Qu + Tege (hii — hi)Ay/Ax + Tizy (heja — hiAx/Ay
= Tize (hij — hon )Y/ Ax + Tigora (e — hij1)Ax/Ay
+ SAXAY (hg_,' —_ hq&g_; /At + Q{_f (7)

Dividing both sides of equation 7 by the product of AxAy
and rearranging terms yields

Ta'-l.f,e (hi—l.j - hi,f)/ Axt 4+ T:‘.m (hi-i-l.z' - hia‘)/ Ax?
+ Tiga (higr — he)/AyE + Tijoai (hijor — hiy)/ Ay?
= S(hi; — hes;)/At + Q,/AxAy — Qn/AxAy 8

With Q, equal to zero, equation 8 is the finite difference
form of the partial differential equation (see equation 1)
governing the nonsteady-state, two-dimensional flow of
groundwater in an artesian, nonhomogeneous aquifer. A
similar equation was derived in a more formal manner by
Pinder and Bredehoeft (1968, equation 20).

Since there is an equation of the same form as equation 8
for every node of the digital model, a large set of simulta-
neous equations must be solved for the principal unknowns
hij. A modified form of the alternating direction implicit



method of Peaceman and Rachford (1955), as described
below, is used to solve the set of simultaneous equations.

Iterative Alternating Direction Implicit Method

Briefly, the iterative alternating direction implicit method
involves first, for a given time increment, reducing a large set
of simultaneous equations down to a number of small sets.
This is done by solving the node equations by Gauss elimina-
tion of an individual column of the model while all terms
related to the nodes in adjacent columns are held constant.
According to Peaceman and Rachford (1955), the set of
column equations is then implicit in the direction along
the column and explicit in the direction orthogonal to the
column alignment. The solution of the set of column equa-
tions is then a straightforward process which will be ex-
plained in the next section.

After all column equations have been processed column by
column, attention is focused on solving the node equations
again by Gauss elimination of an individual row while all
terms related to adjacent rows are held constant. Finally,
after all equations have been solved row by row, an 'itera-
tion' has been completed. The above process is repeated a
sufficient number of times to achieve convergence, and this
completes the calculations for the given time increment. The
calculated heads are then used as initial conditions for the
next time increment. This total process is repeated for suc-
cessive time increments. Peaceman and Rachford (1955)
point out that this technique is unconditionally stable re-
gardless of the size of the time increment.

Equation 8 is modified and rearranged to facilitate node
equation solving by columns and rows. First it is assumed
that the finite difference grid is made up of squares such that
Ay = Ax. (The case where Ay does not equal Ax will be
treated later in this report.) Equation 8 can then be re-
written by multiplying both sides by Ax? as follows:

Ticviz (hea; — hip) + Tije (hoay — hey)
+ Tij1 (hijr — hiy) + Tejoan (higoin — hyy)
= (SAx?/At) (hij — heay) + Qi — Qa 9

Equation 9 is expanded, the signs are reversed, and terms of
h;j are grouped together to yield

hii (Teorge + Tige + Tiga + Tijm 4 SAXE/AL)
— Tivjehict; — Tijehiprs — Tijahign

— Tija b = (SAC/A) heiy — Qs +Qn  (10)

Equation 10 is then written in two forms, one for solving
the node equations by columns and the other for solving the
node equations by rows.

For calculations by columns, equation 10 is rearranged as
follows

— Tismahein + hay (Toorge + Toge + Toja + Tepan
+ SAx*/At) ~ Tijahize = (SAx%/At) by — Qs -
+ Tegehi; + Tijehini + Qa (11)

Equation 11 is of the form

AA;h; ;1 + BB;hy; + CCyhija = DDy 11')
where the constant terms are
AA; = —T;,§_1,1 (lla)
BB,‘ = T!'—l.'i.z -+ T.‘r,"g -{-— T,;_;_l + T,;_,'_l,l -!- SA_x*/At (l 1 b)
CC; = —Tij (11c)
DD; = (Sax*/At} hé; — Qi+ Ticrsehiay
+ Tijehii +Qa {11d)

For calculations by rows, equation 10 is rearranged as
follows

~Tingehi; + hi; (T + Tege + Tain + Tigan
+ SAZ/At) — Tijobip; = (SAx®/At) heyy ~ Qs
o Tajanhega + Togahan + Qn (12)

Equation 12 is of the form

AAshiy; + BBihy + CCihyr; = DD;  (12)
where the constant terms are
AA; = —Teyje , (122)
BB: = Tz + Tija 4+ Tija + Tijoa + Sax* /At (12b)
CCi= =T (12¢)
DD. = (Sax*/At) he; — Qi+ Tisernhijn
+ Tisahijr +Qn (124d)

There are three head unknowns in each equation written
for each node along a column (equation 11') or row (equa-
tion 12'). (In standard matrix notation a set of equations
defined by 11' or 12' forms what is termed a tri-diagonal
matrix.) The solution of a set of column or row head equa-
tions is accomplished by Gauss elimination incorporating
what Peaceman and Rachford term G and B arrays applied
to tri-diagonal matrices. An explanation of what is included
in the G and B arrays follows.

Calculation of Heads with G and B Arrays

An example can be used to illustrate how heads are
calculated with the use of the G and B arrays. Although the
method outlined can be applied to any number of nodes in
a row or column, a four-node row as shown in figure 4 will
be considered here, for completeness and simplicity. The
heads at the nodes 1, 2, 3, and 4 along the jth row can be
calculated by first writing the flow equations (of the form
given by equation 12') for each node going in order of in-
creasing column number (i). Secondly, the resulting equa-
tions are arranged in such a manner that the head at the
node of interest, h;; is a function of known parameters and
the head at only the node hi.;;. When this is done, the head
at the last node of the row, hyj, will be a function of known
parameters. Finally, all other heads can then be calculated
in order of decreasing column number.

The equations for the four nodes shown in figure 4 can be
written as follows.
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Figure 4. Example four-node row
At the first jth row node, i = 1 and the flow equation is
(from equation 12')
AA; hu,,’ + BB; h].,_f + CC] hg,j = DDI (1 3)

Since no node with coordinates 0,j exists, AA; is set equal
to zero and equation 13 becomes

BB1 h]_f + C01 hz,f = DD1 (14)
Equation 14 is rearranged into
h,; = DD,/BB, — (CCy/BBy) hs; (15)
At this point it is defined that
Gy = DDy/BB, (16)
and
B, = CCi/BB, (17)

Substituting equations 16 and 17 into 15 gives
hl.j = G1 — Bl hg.,‘ (18)

Now the head at the node of interest hy is a function of the
known parameters G; and B; and the head at only the node
hi+1,j or h2,j-
Proceeding to the next jth row node of figure 4 where i =
2, the equation of flow is written as
AAshy;+ BB hy; + CCo hy s = DD, (19)

Solving for BB, h,; from equation 19 yields
BBy hyj = DD: — CCrhg; — AAs hy (20)
Substitution of equation 18 into 20 gives
BBy hy; = DD; — CCp hg; — AAy (G — Bihey)  (21)

Carrying out the multiplication, rearranging terms, and
solving for hy; result in
he,f = (DDa - AAzGl)/ (BBz - AAzBl)

— [CCa/(BB: — AhgBy)hsy; (22)
The known parameters of equation 22 are defined as
G; = (DD; — AA:Gy)/(BBy — AAsB)) (23)
and
B; = CC,/(BB; — AA-B)) (24)

Substitution of equations 23 and 24 into 22 gives
he; =Gy — Bo by (25)

Again the head of interest h, is a function of the known pa-
rameters G, and B, and the head at only the node hj,1j or hs;.

Proceeding to the next jth row node where i = 3, the flow
equation can be written as

AAshy; + BBy hs; + CCihy; = DDs (26)
Solving for the terms BB; hj yields
BBihs; = DDy — CCyhy; ~ AAshg; 27)

Substitution of equation 25 into equation 27 gives
BBh;; = DDy — CGshy; — AAx(G: — Bahyy)  (28)

Carrying out the multiplication, rearranging terms, and
solving for hs; result in

hy; = (DD; — AA;G:)/(BBs — AA;B,)
— [CCs/(BBs — AABy) Jhy,s (29)
The known parameters of equation 29 are defined as

Gs = (DD; — AAsGy)/(BB; — AABy) (30)
B; = CCy/(BB; — AAsB,) (31)

Substitution of equations 30 and 31 into equation 29 yields
hs; = G — B; hal.j (32)
Finally, the flow equation is written for the lastjth row

node as
AA, ha_,- + BB.; h.;,,‘ + CC;. hgrf = DD4 (33)

Since there is no node at hs j the term CC, is set equal to zero
and equation 33 becomes

AAyhg; + BB hy; = DDy (34)
Rearranging terms of equation 34 gives
BB.hy; = DDy — AAshy; (35)
Substitution of equation 32 into equation 35 gives
BBihy; = DD: — AA(Gs — By hyp) (36)

Carrying out the multiplication, rearranging terms, and
solving for hy; result in

hy; = (DDs — AAGs)/(BBs ~ AAB;) (37)

The head hy; is a function of only known terms, defined as

G, = (DD, — AAG3)/ (BB, — AABy) (38}
Substitution of equation 38 into equation 37 gives
hy; =Gy (39)

Since the head h,; is now known, substitution of its value
back into equation 32 allows calculation of the head at node
hsj. The head hs; is then substituted into equation 25
allowing calculation of h,;. Finally h,; is substituted into
equation 18 giving the value h,;. Thus all heads in the jth
row have been determined.



A study of the G and B terms given in equations 16, 17,
23, 24, 30, 31, and 38 reveals their general form as

Gy = (DDy — AANGy_1)/(BBx — AAnBx_1) (40}

and
By = CCx/(BBy — AAxBy_1) {41)

where N =i for row calculations and, by inference, N = j
for column calculations. In addition, AAy is set equal to
zero for the first node of a row or column, and CCy is set
equal to zero for the last node of the row or column.

Sets of equations of the form given by equations 40 and
41 for the nodes along a row or column are what Peaceman
and Rachford term the G and B arrays. The use of the G
and B arrays greatly reduces both the needed computer core
storage and execution time.

Examination of equations 18, 25, 32, and 39 reveals the
general form for row calculations as

hiy = Gs — Bihigag . (42)

Similarly, the general form of the head equations for
column calculations is

hi; = G; — Bihsin " (43)

In summary, the process of calculating heads along columns
or rows in the digital model includes first computing the
values of G and B (equations 40 and 41) for the nodes
of a column or row in order of increasing j or i, respectively.
In the course of accomplishing this, the head at the last node
of the column or row is found. Equations 42 and 43 are then
used to solve for all other heads in the column or row in
order of decreasing j or i, respectively. After completing the
calculation of heads in an individual column or row, the
computer proceeds to the next column or row until all have
been processed satisfactorily.



Part 2. Basic Aquifer Simulation Program

The basic aquifer simulation program listing given in
figure 5 was coded in FORTRAN IV to solve the sets of column
and row node equations 11 and 12, respectively. The pro-
gram listing of figure 5 is a modification of that given by
Prickett and Lonnquist (1968).

Figure 6 illustrates the parameters included in the basic
program. Briefly, the basic aquifer simulation program is
intended for use when analyzing cause and effect relation-
ships involving drawdowns or heads in a nonsteady-state,
nonhomogeneous . and/or homogeneous, isotropic aquifer
system under nonleaky artesian conditions. Under these con-
ditions it is possible to include special boundaries such as
irregular barrier or recharge boundaries (constant head)
and constant withdrawal or recharge rates.

The program listing of figure 5 is written in such a way
that it will operate with any consistent set of units. How-
ever, the comment cards preceding the actual program list
the variables in the gallon-day-foot system of units. This
system of units is made consistent (exterior to the program)
by working with a so-called storage factor defined as

SF1;; = 7.488A=Ay (44)
where
SF1;; storage factor for node located at model coordi-
nates ij, in gallons per foot (gal/ft)
S = the aquifer storage coefficient for artesian condi-
tions, a fraction
7.48 = number of gallons in a cubic foot of water, in
gallons per cubic foot (gal/ft®)
Ay,Ax = finite difference grid intervals, in feet

The vector volume of the storage factor is the same as was
defined in figure 3. The storage factor of equation 44 is
substituted for the terms SAx? in equations 11 and 12, which
transforms these equations so that all combinations of terms
have consistent units of gallons per day (gpd).

Job Setup

As the first step in the computer job setup, the aquifer sys-
tem properties are discretized by superimposing a square-
mesh finite difference grid over maps of the aquifer proper-
ties as illustrated in figure 7. The total dimensions of the
grid are defined by NC, the number of columns of the model,
and by NR, the number of rows in the model. Next, the
parameter card and default value card are prepared ac-
cording to the formats illustrated in figure 8a and b; terms
on these cards are defined in figure 5 (for ERROR, see page
14). The parameter and default value cards provide data
for simulating a NC by NR aquifer system having homoge-
neous-isotropic properties with identical initial heads and
net withdrawal rates at all nodes.

Each vector volume of the discrete portions of the aquifer

associated with a numbered node of the grid is outlined (see
examples in figure 7) and assigned an average value of
transmissivity, storage factor, initial head, and net with-
drawal rate. A node card deck is then prepared according to
the node card format illustrated in figure 8c. The node deck
contains one card for each node that has any aquifer system
properties differing from those defined on the default value
card. If a node card is included, all values must be punched
on it even if some of the values are equal to the default
values. The boundary of the aquifer is approximated in a
stepwise fashion as shown in figure 7, and zero transmissivi-
ties are assigned to nodes outside that boundary. (Do not
assign zero storage factors outside of the aquifer boundary
since this will cause a divide check error in the program.)

The basic aquifer simulation program deck, parameter
card, default value card, and node deck are assembled in the
order illustrated in figure 9. Appropriate computer installa-
tion job control cards are included, and the program is ready
to run. The computer output will be in the form of printed
numerical values of heads for all nodes at the end of every
time increment according to FORMAT statements 310 and 330
of the basic program shown in figure 5.

Program Operational Sequences

The step-by-step operation of the basic aquifer simula-
tion program is explained in the following discussion accord-
ing to the listing of figure 5 and the flow chart given in
figure 10.

The basic program has three main sections. First, state-
ments with ID numbers 0034 through 0071 (see figure 5)
prepare the computer for the problem and handle the data
input. The second section includes the actual simulation, ID
numbers 0073 through 0178. The last section, with ID
statements 0180 through 0187, controls printing of the
results.

Computer Preparation and Data Input

In the first main section the dimension statement (ID
0034-0036) reserves core storage sufficient for models that
contain not more than 50 columns and 50 rows. The first
subscript limits the number of columns and the second
limits the number of rows. These limits need not be the same
and can be changed according to available computer storage
or individual problems. The G and B arrays are used in both
the column and row calculations and must be dimensioned
to the maximum column and row limits. The array DL;j, to
be explained in the second main section, is dimensioned
to match the limits on the number of columns and rows.

The IBM 360 system subroutine ERRSET (ID number 0040)
is called to avoid termination of the program because of
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DEFINITION OF VARIABLES

HOL T4 db=—=—HEAGS AT START OF TIHE
TNCREMENT (144}

HU[sJ)——-~——-HEADS AT END OF TIME
INCREMENT (FT}

SFI{[yJ)==~STORAGE FACTOR FOR
ARTESYAM CONDITIONS
{GALSFT)

Q4 Iy J)=——~=—CUNSTANT WI1THDRAWAL
RATES (GPD}
T{1sJ51)-=-==AQUIFER TRANSHISSIVITY
BETHEEN 140 AND 1,J+}

1GAL/DAY/FT)

FALsd 2 ——=—AQUIFER TRANSHISSIVEFY
BEFTHEEN 1,J) AND J+1,4
(GAL/DAY/FT)

A8y BB, CCyDD-COEFFICIENTS 1M WATER
BALANCE EQUATIONS

HR——===w——=cND. OF ROWS IN MODEL

Np=—==—~ =rm==K0, OF COLUMNS [N MODEL

NSTEPS—=——==NJ. OF TIME iNCREMENTS

DELTA————==—TIME INCREMEMTS (DAYS)

HH, 51 UQy FT-GEFAULT VALUES

J———————— MODEL COLUMH NUMBER

J-——————————HODEL ROW NUMBER

GIMENSION HI50+50)4H0450450}),
TISFLES0U 501185045013 TI5050,2)
ZBIS0) 4GSO I.DLES0.50])

TURN OFF UNDERFLOW TRAP

CALL ERRSET(2084258y~1,1)

DEFINE INPUT AND OUTPUT DEVICE MUMBERS

INTEGER DUT
IN=S
ouT=6

READ PARAMETER CARD AND
DEFAULT VALUE CARD

READ{EN+ 1OINSTERS+DELTAERROR .
INC MR 4 TT 4514 HH,, 20
FORMATL 1642F56.,0/21644F6.0)

FILL ARRAYS WITH DEFAULT WALUES

DE 20 1=14RC
DD 20 J=1.MHR
TlLede13=TT
TlEede2) =TT
SFLlIyJ)=51
- HEF pd)wHH
HO{ T4 ) =HH
QLT Ji=00

READ NDDE CARDS

READL 1M, 40 +END=50 1 s 3+ Tids e 1)
IV 04 de2)oSFLUTo b eHIT )02 QUL S0
FORMATE 213 42F 6.0y 2F4.0,1F6.0)

G0 TO 30

START OF SIMULATION

TIME=D
DO 320 ISTEP=14+NSTEPS
TIME=TIME+DELTA

PREDICT HEADS FOR NEXT
TIKE INCREMENT

DO T T=l4NC

OO 70 J=]l.NR
D=HI1 430 -HOLT +J)
HO{T s 2 h=HET 4 )

F=1.0 ’
TF{DLE T4 J beEQ.0.0MGD TD 60
TFLISTEP GT2)F=0/0L 1144}
TFLF.GT .5 )F=5.0
IF{FaLT a0 0IF=0.0
DLiT+0)=D

H{Y yJdi=HLL yJ}+D2F

e
HMBER

Gool
acoe2
Q2003
0004

T 0005

00046
aoaT
0008
0009
o010
G011
0012
0013
0014
0015
0016
o017
0018
0oL
0020
oozl
0022
0023
G024
0025
Go24
a2zt
0026
0029
0030
063t
0032
0033
0034
0035
0036
0037
Q036
06039
0040
0041
0042
0043
o04%
0045
0046
Q047
0048
0043
09050
do051
o052
0053
Q054
0055
0056
Q057
0056
005%
0060
0061
G062
0063
0064
0065
Qés
0067

LY

0069
0070
aoTL
0672
0073
0074
0075
o0Te
00T
0079
Da7e
0080
0081
0082
0083
0084
0085
Q066
oosY
GOBB
0039
0090
0091
0092
Q093

[aTx]

(2B aN3l

[z Balnl

90

1600
110

L20
130

140
150

160

170

180

190
<

200
210

220 -

230
240

250
260

21
280

290

300

(213 N3]

310

320
330

REFIME ESTIMATES DF HEADS BY IADI METHOD

1TER=0
€x0,0
ITER=ITER+1

COLUMN CALCULATIONS

DO 190 11=1,NC

i=11

IF(MODUISTEP+ITER+2)4EQ.1) [=HC-T+1
B0 170 J=1+NR

CALCILATE B AHD G ARRAYS

BB=SFL {0+ Ji/DELTA

DD=HO{ T J}#SFL E+J I/ UELTA-QIT 54}
Ab=0.0

CC=0.0

1F(J-1)50,1006,90
AAm-TE] s =1L}
BB=BB+T{l,J~141}
IF(J-NR)110,120:110
CLa=Fll4d,l
BBxBB+T{14Jyb}
1F(1-11F304+140,130
BBeBB+T{[-14J4+2)
DO=DD+H(Y=1+ J)2TI[=1s0s2)
IEL[-NCI 15041605150
BE=BB+T{I+Js2)
DR=0DD+HE T+ L+ J 1ETHL+ 04 2)
W=BBE~AATB{J-1)

Bt Ji=CC/W -
G{Ji={DD-ARRGAI-1) } /W

RE-ESTIMATE HEADS

E=E+ABS{H (I +NR}-GINR})
H{1sNR)=GINR)

N=NR=1
HA=GINI-BINIEHIT ,N+1 )
E=E+ARS{HA-H{I H)}
HiT,NIsHA

Haf-1

IFIMI1904,190,180

CONT INUE

ROW CALCULATIONS

DO 300 Jd=}+NR

d=a)

IFEMODCISTERPHITER 21,501} JsMR-.J+1
DO 280 E=1,4NC
BB=SF1l1,J)/0ELTA

DD=HOL [+ J)*SFLIT 2 )/DELTA=QIT )
Adn(.0

CC=0.0

TF{J=2) 20042104200
PB=BB+F(14+J-1+1)
OD=DD+HIL 2 J~L)*F il s =141
TF( J=NRY 22042304220
DD=DDFH{T 4 J+11%T{ [+ S+ 1)
BB=EB+TIE,Jel)
TFTI=1)124042504 240
BR=BB+T([-1+J+2)
Ad==TlI-14d42)
JTEQT-NC) 2602 T0, 260
BRaBB+T Il +J42)"
CL==Ti1+Js2)
W=BB-~AA®a{]~1}

BIIF=CC/iW

Gl el BD-aA*G{E-13) /W

RE~ESTTMATE HEADS

E=E+ABS{HINC »J}-GINCH)
HI{NC 4+ JI=GINCY

H=NC-}

HA=G{ NI =BINI*H(N+1+J}
E=E+ABSIHIN, J}-HAY
HiNsJ¥=HA

N=ti-1

IF(M) 300,3004+290

CGHT ENUE

IFLE.GT.ERRORY} GO TG B8O

PRINT RESULTS

HRITEIOUT 310 ) TIMELELITER

FORMAT [6H2T [ME= 1 Fba2///yE2DT+I5}
DEL TA=DELTA*).2

DO 320 J=l4NR
WRITEAOUT 433000, {HIT »d) . I=14H0)
FORMATITS,SX ¢ 10F10.4/ (12X20FL0.5})

5TOP
END

Figure 5. Basic aquifer simulation program listing
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NUMAER
0094
0095
0096
0097
0098
0099
0100
o101
0102
0102
0104
0105
006
0107

‘oroe

0109
0E10
0111
o112
01L3
0114
6115
0116
G117
ol
0119
0120
0121
022
0123
orzé
0125
0126
0127
orze
0129
0130
0131
0132
0133
0134
0135
0136
0137
0138
0139
0140
aL4l
0142
0143
0144
4145
046
ora7
0148
0149
0150
0151
0152
oLs3
0154
0155
0156
0157
0158
0159
0160
0161
o01b2
0163
D164
0165
0166
0167
0168
0169
0170
0171
0172
0173
oL Ta
0175
oLts
[T %A
oLT8
oLte
0180
3 1:11
o182
0183
1Y
6185
b18s
0187
0188
0189
o190



possible underflows. (The subroutine ERRSET may be called
by a different name on other computers.) Drawdowns, on

CONSTART HET WITHDRAWAL RATES
+ g 1»

» TIHE

VARIAELE AQUIFER PROPERTIES
TS

AQUICLUD

HEAD REFERENCE LEVEL h 4

Figure 6. Generalized aquifer cross section for basic aquifer
simulation program parameters

occasion, are extremely small at great distances from centers
of pumping. If drawdowns are small enough to cause an
underflow, the subroutine ERRSET automatically sets these
small numbers equal to zero and allows the processing to
continue.

The input-output storage unit numbers are defined only
once in the program, in statements of ID 0044-0046. This
allows for their use in all READ and WRITE statements of the
program.

Statements of ID 0048-0071 handle the data input to the
computer. The storage arrays are filled with the default
values which create a NR by NC aquifer model of uniform
properties, each node having identical initial heads and net
withdrawal rates. This feature avoids the inconvenience of
individually specifying node-related properties when they are
the same for large portions of the model. The second READ
statement (ID 0068) offers the opportunity to replace any
of the default values on a node-by-node basis.

Simulation

The statement ID 0075 sets TIME equal to zero at the start
of the simulation, and ID 0077 updates TIME as the simula-
tion progresses. TIME is used only for labeling the printed
output and is not used in the simulation that follows. ID 0076

——.» i
AQUTFER
BOUNDARY N
11 2 3 a 5 6 0 21 22 23 24 25
H
a
EXAMPLE
4 DESCRETE
VECTOR
VOLUMES
i T{21,5,1) (A
i, /]
T(22,7.2) [
sn(n,ﬂ% A
da
4
APPROXIMATE
DESCRETIZED
AQUTFER
OUNDRRY
T4
15
16 .
HODE t21‘16],] l o
NR 17

Figure 7. Plan view of finite difference grid over map of aquifer system
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Figure 8. Input data formats for basic aquifer simulation program
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BASIC AQUIFER STMULATION PROGRAM

Figure 9. Typical job setup for basic aquifer simulation program

is a DO loop that causes all of the remaining instructions in
the program to be repeated for each time step. The re-
maining portion of the simulation is divided into three
subsections.

Preliminary Head Predictor. The first subsection is titled
PREDICT HEADS FOR NEXT TIME INCREMENT and includes ID
numbers 0082-0092. In essence, this subsection provides the
computer with the capability of predicting the model re-
sponse in the future on the basis of the response of the model

during the previous time steps. The inclusion of this predic-
tor section significantly increases the convergence rate of
the solution. Figure 11 illustrates the basic components of the
predictor. The assumption is made that the ratio of present
to past differences in head, F, will equal the ratio of the
future to present differences in head. In equation form, the
prediction relationship is

F D/DL;; = predicted future difference/D (45)

where the difference terms D and DL;; are defined as
illustrated in figure 11.

When F is undefined because DL; ; is zero, as in the first
two time steps, F is set equal to 1.0. The additional IF
statements (ID 0087-0090) insure that DL;; is non-zero (as
in the second time step) to prevent a zero divide error and
to restrict F to a reasonable size. The predictor, as defined
by equation 45, is made fully operational for the third and
all subsequent time steps.

The statement ID 0085 places the heads h;; calculated
from the last time increment in hg;;, in preparation for the
next time increment. ID 0096 and 0098 are iteration counter
statements.

Column Calculations. The second subsection of the simu-
lation is set up to solve the column equations of the form
given as equation 11.

Statements of ID 0102-0105 govern the order in which the
column equations are processed. During odd-numbered itera-
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tions the columns are processed in order of increasing
column number; during even-numbered iterations the col-
umns are processed in order of decreasing column numbers.
This type of processing is much more efficient than con-
tinually processing columns in the same order.

Statements of ID 0107-0127 form the G and B arrays one
column at a time. The terms AA, BB, CC, and DD of the
program are the same as those defined in equations 1la
through 11d. After the calculations of the G and B arrays,
the heads of the column are calculated in order of the row
numbers. The absolute value of any change made in head

COMPUTE 8 AND G
ARRAYS FOR A
R

; ¥

FILL ARRAYS .
WITH DEFAULT %UTMEDHEGPESW‘E
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IHT0 E

READ HODE
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Figure 10. Flow chart for basic aquifer simulation program
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Figure 11. Definition of predictor difference terms

is added to the term E. The term E maintains a summation
of all such head-change values. After all columns have been
processed in the above manner, the program proceeds to
calculating heads at the nodes by rows.

Row Calculations. The row calculations form the third
subsection of the simulation which includes ID numbers
0141-0178.

The procedures for calculating heads along rows are the
same as those for the columns, except the subscripts are
changed to fit the row equations 12a through 12d. The G
and B arrays for the rows are calculated, the heads are then
calculated, and the absolute value of any changes in head
that have occurred since the column calculations is further
summed in E.

At the end of the row calculations a comparison is made
between E and ERROR (see ID 0178). If E is greater than
ERROR (a chosen error tolerance read from the parameter
card), the program assumes that the solution has not con-
verged and returns control to ID 0097 to start another itera-
tion. When the error tolerance is met, the solution results for
that time step are ready for printing.

Printout of Results

The third main section of the basic aquifer simulation
program handles printing of the heads for each time step
(see ID numbers 0180-0187). All heads are printed for the
model after every time step. Between the WRITE statements
of the PRINT RESULTS section is the instruction DELTA =
DELTA* 12, which indicates that the time increment DELTA
is made to increase in size as the simulation progresses. The
reasons for this, to be explained later, are related to in-
creased accuracy during the early part of the simulation and
increased efficiency as time progresses.

After printing the heads at the end of the time increment,
control is transferred to ID number 0076 to begin the compu-
tations for the next time increment.

Illustrative Examples

Several comparisons can be made between known theo-
retical solutions and computer-simulated solutions to gain
an understanding of how the basic program operates. These
comparisons will serve as examples of the use of the basic
aquifer simulation program and will show its sensitivity to
parameter changes. The first comparisons to be illustrated
were all accomplished with uniform grid spacing, homo-
geneous-isotropic aquifer system properties, initial heads
set at the zero reference level, and equal time increments.
Equal time increments were simulated by removing the
instruction DELTA = DELTA* 12 in ID 0184 in the listing of
figure 5. Other comparisons will be made to show the use
of various boundary conditions, nonuniform time incre-
ments, and nonuniform grid spacings.



Infinite  Aquifer  Conditions

Theis (1935), who introduced the nonequilibrium for-
mula for nonleaky artesian conditions, provides the theo-
retical solution comparison for the first computer example.
Theis' formula was partly based on the assumptions that
the aquifer is infinite in areal extent, is of the same thick-
ness throughout, and is confined by impermeable beds
(aquicludes) through which no leakage can take place.

An effectively infinite aquifer was computer-simulated by
making the number of model rows and columns sufficiently
large that the heads at points of interest were not affected
by the presence of the boundary edges of the model.

The input to the computer consisted of the data on the
parameter and default value cards and on one node card
(which represents the addition of a well pumping at a con-
stant rate located in the center of the model), as illustrated
in figure 12. The computer output was in the form of
negative numbers representing drawdowns, or heads, below
the assigned zero head reference level.

16 16 748k P43E275ES 0.0 LE6
] B B | i

NODE CARD
Pﬂ Q0000000 MO NODG000ODG00000D:

]
JUERIT BN BARNDHEETRBANRBUSENHDL
1
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| ] 1 ]

DEFAULT VALUE ;ARD
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(See figure & for card formats)

AQUIFER VALUES

T = 74,800 gpd/ft joarid 1 = 1000 ft

§ = 1.003 x 1072 NR = 31

SF1, .= 75,000 gal/ft  NC = 31

HH = 0.0 ft _DELTA = 0.5 days
0. NSTEPS = 40

0Q = 0.0 gpd 6 -
.  p{16,16) = 10° gpd

Figure 12. Sample computer input data for Theis conditions

Uniform Time Increments, DELTA. A time-drawdown
graph in figure 13 illustrates the sensitivity of the computer-
simulated drawdowns for Theis conditions as a result of
varying the size of the discrete time increment DELTA. Figure
14 shows a similar comparison but at a point more distant
from the pumped well. It should be noted that the com-
puter solutions required about six time steps before the
drawdowns fell on the theoretical curves, irrespective of
the DELTA value. However, as the time increment (DELTA)
was reduced, the computer solution merged with the theo-
retical curve at earlier times, and the magnitude of the
difference between theoretical and computer solutions be-
came smaller. Thus the accuracy becomes better by decreas-
ing DELTA.

Also, it should be noted that the computer-simulated cone
of depression is slightly distorted during the early portions
of pumping. In the area near the pumped well the draw-
downs are less than theory, and in areas distant from the
pumped well the drawdowns are in excess of theory. This
phenomenon is mainly due to the effects of discretizing
time. Errors due to discretizing time become critical when
water levels fluctuate rapidly as when a pump is first turned
on. Several methods are available for reducing errors of this
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Figure 13. Comparison of theoretical and digital computer solutions
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type; however, decreasing the size of the time increment
DELTA is the presently preferred method.

A distance-drawdown graph for the computer input data
given in figure 12 is shown in figure 15. A comparison be-
tween theory and computed drawdowns indicates excellent
agreement after 6 days of pumping.

A general rule for choosing an initial DELTA value, based
on the comparisons given above, is to decide at what mini-
mum TIME drawdowns or heads of interest occur and then
precede this time by at least six time increments. For in-
stance, if it is desired to have drawdowns or heads for
periods of time in excess of 6 years, then an initial DELTA
of about 1 year should be chosen.

On a practical basis, there is a lower limit to the choice of
an initial DELTA. Discretizing the aquifer storage properties
into vector volumes and lumping those properties at the
finite difference grid nodes is only an approximation of the
actual continuously distributed system. Choosing an initial
DELTA so small that the cone of depression does not go
significantly beyond the pumping node of the model would
be inconsistent with the assumptions made in finite differ-
ence approximations.

Convergence Test, ERROR. All computer programs for
aquifer evaluations should include an internal check on the
errors that are inherently present in solving finite difference
equations. Many types of error checks are possible, depend-
ing on the problem under study, and these could fall into
four main categories.

The first type might be to keep a running check on the
water balance of the system as the program operates and
to insure that balance is maintained. A second type is to set
an upper limit for the maximum change in water level
between iterations at any node. A third type of check might
entail substituting the drawdowns or heads back into the
finite difference equations and evaluating the error that
may exist. The fourth type of error check, which is the
type included in the basic aquifer simulation program,
takes into account the total system by controlling the sum

0 T T T T 1Tl T T T T 1111 T L

THEORETICAL TYPE CURNE (Theial

/
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DRAWDOWN, feel
]
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Figure 15. Distance-drawdown comparison of theoretical and digital
computer solutions
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of the changes in heads during iterations over the entire
model. This type works well with aquifer problems con-
cerning regional analyses. In any particular situation, it is
possible that more than one of the above error checks might
be included.

The error check in the basic aquifer simulation program
assures that computed heads or drawdowns have converged
to acceptable answers within a specified tolerance. The
specified tolerance is predetermined and entered on the
parameter card as the term ERROR. The term ERROR, in units
of feet, represents the maximum allowable sum of the abso-
lute values of the changes in head for all node points of the
model during an iteration. If the heads or drawdowns have
not changed more than the error tolerance during an itera-
tion, then the solution has converged to acceptable accuracy.

Figure 16 shows how drawdowns vary with changes in
the ERROR term. As the ERROR term is decreased, the draw-
downs come closer to the theoretical curve. However, there
is a point of diminishing returns wherein further reductions
in ERROR will not yield significant improvements in the ac-
curacy of the computed drawdowns. For instance, figure 16
shows great improvement between computer drawdowns
when the ERROR term is reduced from 100 to 50, and con-
tinued similar improvement on a further reduction in the
ERROR term to 5. However, very little difference is indi-
cated by the change between 5 and 0.5.

The ERROR term should be set at the highest possible
value without degrading the desired accuracy of the solution
because large numbers of iterations may be needed to pro-
vide highly accurate results (a point covered later in this
report). This, in turn, greatly increases the computer time
needed for the desired solution.

Usually, a particular program is 'tested' by making a few
computer runs with differing values of ERROR, and then an
appropriate ERROR term is chosen at the point where reduc-
tion in that term does not significantly change the solution.
The question immediately arises as to where to start in
choosing a first value of ERROR. A 'rule of thumb' for
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Figure 16. Distance-drawdown comparison of theoretical and digital
computer solutions with ERROR as a variable




choosing the initial value of ERROR, which has been found
useful for both uniform and nonuniform time increments, is
given in the following empirical equation

ERROR = Q x DELTA/10 x SF1

where

Q = total net withdrawal rate of model, in gpd
DELTA = initial time increment, in days
SF1 = average storage factor of model, in gal/ft

Applying the above equation to the problem illustrated in
figure 16 yields an initial ERROR value of about 6.7 feet.
That this would be a reasonable starting value is shown
by the accuracy of the solution in figure 16 with ERROR
set at 5.0 feet. It should be pointed out again that the above
equation is a rule-of-thumb first approximation only, and
the final choice of ERROR should be based on the response
of the computer program as it applies to the particular
problem under study.

Program lterations, ITER. AS mentioned earlier, highly
accurate answers require more computer work which may
be in the form of an increase in the number of program
iterations. Figure 17 shows the number of iterations re-
quired of the basic aquifer simulation program to meet
the standards set by the ERROR term. As the ERROR term de-
creases, the number of iterations increases. However, as
TIME increases, the number of iterations per time increment
will eventually decrease regardless of the value of ERROR
because the head predictor increases in its effectiveness.

As an example, for the curve with ERROR of 5.0 feet in
figure 17, the first time increment required 5 iterations to
converge to the desired solution. Then the number of itera-
tions, per time increment, reduced to 3 at 10 days, reached
a peak of 5 again at 20 days, and finally declined to 1 at a
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Figure 17. Number of program iterations versus time for various
values of ERROR

TIME of 35 days. The peak noted at 20 days is the result
of starting the full operation of the head predictor.

The worth of the predictor section in reducing the num-
ber of program iterations can be noted in figure 17 by
comparing the curves with the ERROR value of 0.5 feet. The
number of program iterations without the head predictor re-
mains constant in time but, with the head predictor, re-
duces rapidly as time progresses.

Nonuniform  Time Increments, DELTA. Although small
time increments are needed for accuracy when water levels
are fluctuating rapidly (as when a well first starts pumping),
the small time increment becomes less and less important
as time goes on because water level fluctuations slow in
their rate of decline. Thus, as rapid fluctuations in water
levels dissipate, it is desirable to attempt to use larger time
increments because the total number of time steps (NSTEPS)
and program iterations (ITER) can then be reduced, for a
more efficient program. The most desirable scheme becomes
one that uses small time increments for greater accuracy
during times of rapidly fluctuating water levels, and uses pro-
gressively larger increments for efficiency (without loss of
accuracy) when water levels move more slowly.

In most program listings of this report, rapidly fluctuating
water levels are caused only by turning pumps on or off and
by making changes in recharge rates at the start of a time
step. These changes in pumpage and recharge rates will be
made at specified times. Therefore rapidly changing water
levels, of the type discussed above, occur at known times.
Under these conditions, the desired accuracy and efficiency
can be included in the basic aquifer simulation program by
the instruction DELTA = DELTA* 1.2, ID 0184 in the listing
of figure 5. An initial small DELTA is chosen for the first
time increment. Thereafter, DELTA is increased between time
steps in a geometric progression by a multiplying factor of
12. The progression of TIME in the computer simulation
is as follows.

ISTEP TIME
1 DELTA
2 DELTA + DELTAX 1.2

3 DELTA + DELTAX 1.2 4+ (pELTAX1.2) X 1.2

. .

. -

ISTEP  DELTA[l + 1.2* + ... 4 1.2USTER-1)]
NSTEPS  DELTA[l 4 1.2' + 122 4., ., - 1 2(NSTERS-1)]
where
ISTEP = time increment number
NSTEPS = total number of time increments in simulation
DELTA = initial time increment

An equation can be written giving TIME as a function of any

ISTEP as

TIME = DELTA x §

(46)
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where
d=1+4+12"4+1.22+ ...+ 1.208TEPD

Values of the function & versus ISTEP are given in table 1
and can be used to calculate TIME for any given initial DELTA.

A similar approach of using nonuniform time increments
was given by Pinder and Bredehoeft (1968) and produced
excellent results. However, it should be mentioned that the
factor 12 is problem-dependent and may require adjust-
ment to fit individual aquifer conditions.

Figure 18 shows a time-drawdown graph for the nonuni-
form time increment scheme. The number of time incre-
ments out to about 21 days (~ 30,000 minutes) was 9.
This can be compared with the 21 uniform time incre-

Table 1. Values of the Function o versus ISTEP

ISTEP 8
1 1.00
2 2.20
3 3.64
4 5.37
5 7.44
6 9.8
7 12.92
8 16.50
9 20.80
10 25.96
11 32.15
12 39.58
13 48.50
14 59.20
15 72.03
16 87.44
17 105.93
18 128.12
19 154.74
20 186.69
21 225.02
22 271.03
23 326.23
24 392.48
25 471.98
26 567.37
27 681.84
28 819.21
29 984.05
30 1181.87
31 1419.24
32 1704.08
33 2045.90
34 2456.08
35 2948.29
36 3538.95
37 4247 .74
38 5098.28
39 6118.93
40 7343.71
41 8813.45
42 10577.14
43 12693.57
44 15233.28
45 18280.93
46 21938.11
47 26326.73
48 31593.07
49 37912.68
50 45496.21
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Figure 18. Comparison of theoretical and digital computer solutions
using nonuniform time increments

ments of 10 day each needed to provide 21-day draw-
downs.

Although the number of time steps has been reduced by
using the nonuniform time increments, the number of pro-
gram iterations must also reflect the desired efficiency as
TIME progresses. Figure 19 illustrates how the program itera-
tions vary with TIME as a function of using either the uni-
form or nonuniform time increments. Again, the worth of
the predictor section is shown by the reduction in iterations
from 23 to 5 at a TIME of about 59 days. With the predictor,
the difference in efficiency between the uniform and non-
uniform time increment schemes is less obvious. However,
a graph was prepared (figure 20) showing the number of
days simulated per iteration as TIME progresses. The data
points of figure 20 have been computed from data taken
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Figure 19. Program iterations for uniform versus nonuniform time
increments
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Figure 20. Number of days simulated per iteration versus time ’

from figure 19. As shown in figure 20, the nonuniform
time increment scheme becomes more efficient as TIME pro-
gresses. For example, after about 20 days of pumping, the
nonuniform time increment scheme shows marked increases
in days simulated per iteration over the number for the
uniform time increment scheme.

One undesirable feature of the nonuniform time increment
scheme is that computed drawdowns or heads do not cor-
respond to even days, but are printed at fractions of days.
If DELTA is given an initial value of 1 day, the values of &
of table 1 are representative of TIME values, in days, for
which drawdowns or heads are computed. Except for the
initial time step, none of the values are in even days.

The following procedure can be used to obtain drawdowns
or heads at a specified TIME other than those listed in table
1. From an alternate form of equation 46, an initial DELTA
can be computed such that the drawdowns or heads at a
specified TIME will appear in the series of program printouts.
The alternate form of equation 46 is

DELTA = TIME/S (47)

If, for example, drawdowns or heads are needed at the
end of 30 days of pumping, then TIME equals 30 in equation
47. Next, the 6 value (as a function of ISTEP) which is
just greater than the desired TIME is obtained from table 1.
The values of TIME and 6 are then substituted into equa-
tion 47 resulting in

pELTA = 30/32.15 = 0.933 days

The initial DELTA of 0.933 days is entered on the parameter
card, and the drawdowns or heads at a TIME of 30 days will
be printed after the 11th time step. The program then con-
tinues to operate until the total number of time increments
(NSTEPS) is completed.

Barrier Boundary Conditions

A barrier boundary is defined as a boundary across which
there is no flow of water. This type of boundary can be
formed in the program either by assigning zero transmis-
sivities outside the boundary of interest or by assigning
modified transmissivities and storage factors along the
boundary according to the vector volume concept. However,
storage factors should not be set equal to zero outside the
boundary of interest because this would cause a zero divide
check error, and the computer would terminate processing
the program.

It should be realized that the edges of the grid, defined
by NC and NR, also represent barrier boundaries located (by
the vector volume concept) one half of a grid interval be-
yond the end node points.

Figure 21 illustrates a theoretical time-drawdown graph
comparison with the digitally simulated barrier boundary.
This simulation was made with homogeneous aquifer prop-
erties under artesian conditions, with nonuniform time in-
crements. The theoretical barrier boundary type curve was
obtained from a report by Stallman (1963).

Recharge Boundary Conditions

A recharge boundary is defined as a boundary along
which there is no drawdown or change in water level. This
boundary is further assumed to fully penetrate the aquifer.
This type of boundary is most easily handled in the com-
puter simulation by setting the storage factors of the nodes
along the position of the recharge boundary to extremely
large values. A typical storage factor to produce a recharge
boundary as described above is 10% gal/ft.

Figure 22 illustrates a comparison between a theoretical
time-drawdown graph and one obtained by the digital
computer for the case of a single recharge boundary. The
theoretical recharge boundary type curve was obtained from
Stallman (1963).

Models with Variable Grid Spacings

Most often the computer simulations are accomplished
with models of uniform grid spacing as illustrated in figure
7, but such spacings are not always necessary nor desirable.
For example, uniform grid spacings may waste computer
core storage and consume excessive amounts of computer
execution time when dealing with aquifers covering large
areas. For this type of problem it may be possible to design
a variable grid spacing model that allows a great reduction
in both the needed core storage and execution time.

Variable grid spacings have been successfully used for
several years in electric analog model designs, and numerous
examples of these can be found in the literature (Liebman,
1954; MacNeal, 1953; Blair, 1966; and Karplus, 1958).
Bittinger et al. (1967) suggested a method for nonuniform
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Figure 22. Comparison of theoretical and digital computer solutions for recharge boundary conditions

grid spacing design as shown in figure 23. Here, fine grid
spacings were used in areas of concentrated pumpage where
steep hydraulic gradients exist, and progressively coarser
grid spacings were used in areas distant from pumpage
where gradients are more uniform.

Actually, using variable grid spacings is somewhat like
using variable time increments. When water levels are
changing rapidly, small time increments are necessary for
an accurate solution, but when water levels move slowly,
larger time increments are possible with little loss in model
accuracy. Similarly, when the hydraulic gradients, or the ag-
uifer properties, or both, are changing rapidly in space, small
grid spacings are necessary to give an accurate solution. On
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the other hand, when gradients or aquifer properties change
more smoothly in space, larger grids are possible without any
great loss in the accuracy of the solution.

An example variable grid spacing model shown in figure
24 illustrates how a 61 by 61 uniform grid spacing model
can be replaced with a 17 by 17 variable grid spacing model.
The uniform grid model would represent 3721 node points,
whereas the variable grid model has only 289 nodes or a
saving of 3432 nodes. Figure 24 also illustrates how the
vector volume concept is applied to the variable grid spacing
model.

The variable grid spacing model of figure 24 was set up
for Theis conditions with a single well pumping at a con-



stant rate at node coordinates i = 9 and j = 9. Node cards
were prepared for all nodes of the model. Figure 25 illus-
trates a distance-drawdown comparison of computer and
theoretical solutions for the model shown in figure 24. The
comparison indicates good agreement; however, the com-
puter data falls slightly below the theoretical curve. None-
theless, the accuracy of variable grid spacing model solution

is encouraging, and under certain conditions its use can
be highly beneficial.

Some amount of experience is necessary in defining the
magnitude of the variable sized grids, and this experience
can be gained only by making a few computer runs with
different grid configurations and observing the effects.

Figure 23. Finite difference grid using variable spacing
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Part 3. Modifications of Basic Aquifer Simulation Program

The basic aquifer simulation program of figure 5 forms
the nucleus of all the program listings that follow. Various
modifications can be made to the basic program that allow
incorporating additional features such as specialized types
of printouts and differing boundary conditions. The print-
out options are presented first, followed by separate program
presentations for seven modifications and a combination of
these. Examples of special problems are then given.

Each presentation includes a description of the modifica-
tion, job setup instructions, data sets for a sample problem
with comparisons of computer and theoretical results, and
the program listing. Changes in the listing have been marked,
and duplications of statement numbers from one listing to
another have been avoided so that each modification can
be considered as a non-interfering separate module to be
added to the basic program as needed.

VARIOUS PRINTOUT OPTIONS

Numerical Printout

Most program listings of this report, including the basic
aquifer simulation program, incorporate WRITE statements
necessary for printing heads or drawdowns in numerical
form. The numerical output is used for most analyses. Figure
26a illustrates a typical printout of numerical drawdowns
as a result of pumping a single well in the center of a test
model containing 7 columns and 15 rows. The computer
data cards for this problem illustrated in figure 26b are
used as input to the basic aquifer simulation program.

The WRITE statement 320 and the FORMAT statement 330
of the basic program of figure 5 are programmed so that the
drawdowns for models containing more than 10 columns
are printed on indented lines.

Category Printout

Although numerical data are important in some analyses,
other types of printout are occasionally desirable. Figure
27a shows a printout where the drawdowns have been put
into categories representing differing ranges of heads or
drawdowns. The category printout is programmed as illus-
trated in the listing of figure 28. The program of figure
28 is the same as the basic aquifer simulation program except
that the printout programming is modified as indicated by
the additional boxed-in instructions. The program modifica-
tions required adding two small arrays to the DIMENSION
statement, including another READ statement for reading in
the various categories, modifying the PRINT RESULTS section,
and adding a category card to the input data.

The category card contains the information necessary to
define the ranges of heads or drawdowns represented by the
numbered printout. As illustrated on the category card in
figure 27h, 11 categories (NT = 11) are defined. The first
category specifies that if the aquifer is missing (no heads
computed) then the printout remains blank. The second
category, represented on the printout as 0, indicates that
the head at the node is between zero and —1 foot. The
third category, represented as a printed 1, indicates that
the head at that node is between —1 and —5 feet. Finally,
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the last category defined is a 9 which, if printed, indicates
that the head at the node is between —150 and —200
feet. Water level heads are punched on the category card in
order of highest to lowest. These categories can be changed
from one problem to the next to fit the particular situation.
The example category printout of figure 27a can be com-
pared with the numerical printout of figure 26a for the
identical problem.

It should be mentioned that the listing of figure 28 is also
set up so that letters and symbols, as well as numbers, can
be printed as the category representation.

Time-Water Level Graphs

Figure 29 is a typical graph showing the variation of water
levels with time, at particular points in a aquifer. Figure
29a illustrates declining water levels versus ISTEP at a head
scale interval (AL) of 5 feet per line. The plotted points,
shown as asterisks, represent water levels within the range
of the scaled ordinate. For instance, the plotted astrisks for
ISTEP 25 in figure 29a indicates a head of —90.000 feet;
however, this should be interpreted as meaning the water
level is at least —90.000 but not greater than —95.000
feet below the reference level. A table is also printed (figure
29b) to serve as a reference to the progress of TIME as a func-
tion of ISTEP.

Time-water level graphs can be obtained with the modi-
fied basic aquifer simulation program listing given in figure
30. In this case, the basic program was modified by adding
four small arrays in the DIMENSION statement, by including
a READ statement for reading in the necessary time-water
level information, and by replacing the entire PRINT RESULTS
section by the statements needed to form the time table and
water level graphs.

Example input data cards for the time-water level curve
printout are illustrated, in the proper order, in figure 31.
A time-water level card is prepared in addition to the usual
parameter, default value, and node cards. The number of
nodes (NN) for which time-water level curves are desired,
the scale factor (AL), and the pairs of i,j coordinates of the



nodes are entered on the time-water level card according figure 29 can be compared with the numerical output of

to FORMAT statement 14 of figure 30. figure 26 and the category printout of figure 27 for node
Again, the identical problem was used so the printout of i=4,j) =6
a TIME=  6.46 40— TIME SINCE PUMPING
STARTED, [N DAYS

NUMBER OF

ERROR (E} 0.5910494€ 00 2 @———— I\TERATIONS

1 -0.6321 -0.6L27 -0.6558 -0.56617 -0.6558 -0.6426 ~0.6322
2 -0.7696 -0.7891 ~0.8130 -0.8241 -0.8129 -0.7890 -0.7704
3 -1.0528 -1.094%% -1.1486 -1.1748 -1.1485 -1.0943 -1.0535
o 4 ~-1.4986 -1.5913 -~1.7195 -1.7868 -1.7194  -1.5913 -1.4993
o 5 -2.1085 -2.3109 -2.b6142 -2.7985 -2.6141 -2.3109 -2,1091
5 6 -2.8332 -3.2503 -3.9559 -4.5104 -3.9559 -3.2503 -2.8337
=g ~3.5160 -k.2829 -5.8405 -7.7278  -5.8405 -4.2830 -3.5164 «f—dPRAWDOWN,
g s -3.8500 -4.9517 -7.8351 -15.165¢ -7.8351 -4.9518  -3.3503 IN _FEET
o 9 -3,5161 -4,2828 -5.8405 -7.7278 -5, 8405 -4,2830 -3.5164
w 10 -2.8333 -3.2502 -3.9558 -4,5104 ~3.,9559 -3.2503% -2,8337
21 -2.1085 © -2.3107 -2.6141 -2.7985 -2.61%41 -2.3108 -2.1091
=2 -1.4%986 -1.5911 -1.7193 -1.7867 -1.7193 -1.5912 -1,45992
13 . o =1.0526 -1,0041 -1.1634  -1.1746 -1.1483 -1.0942 -1.0533
14 ~0.7691 -D0.7885 -~0.8125 -0.8236 -0.8125 -0.7886 -0.7700
15 -0.6326 -0.6438 -0.6570 -0.6629 -0.6570 ~ -0.6439 -0.6335
1 2 3 4 5. 6 7
MODEL COLUMNS
t) 4 8 1E4 1E475EE 3ES AY
P ' NODE CARD
00D0A0BH000000000000005G00DD0D00A0L000000030BD0000A0CIDOO0E0O00000000G0D0BD00000D
123145k in |ﬂ||l?|3_|-l BRUVIBSNARDHERNBARNRFUNNEN IO l?ll“ﬁl‘l““!wﬂ5?535153“5?5‘3““““545555"“_”]’0" FRTIMISTETT B A A0
II||lllllliillIlllllli]lIIIIII[I]llll|||ll]llllll]ll]lllllllllllllllllllllllllll
7 15 1E4 7ote N\2222222
r 1 DEFAULT VALUE CARD 11333333
1444444
gogooodooacyo0000geoa000000000000000000000000G0D00000000d000GaC0D0O0O0REB000000000D
V2 IASET 0G00I HISIET 181902 2RI BTN D 3035363 39 39 1 034454647 05051 52 SIS S ST A Bl RRAR S s PR A RN ann P5555553
. IERRRRR RN IRERE (RN AR RN R RN R R NN R R RN R R R R R R AR R R R R R R RRR R R R R R R RN R R RN
30 . 0.5 g TRrrpeen? po0BRD0S
/ g OSSOSO LEEEEEE
PARAMETER CARD : B9850
44444444 9999999
0 i gag 0 oo {
?2??E!9?Ew3EEH22E2gggggﬂgggggggggﬂgggggﬂnggﬂﬂsgnggﬂgﬁyggﬂgumﬂggggnggggﬁgnuuagﬂgu 555555565 punmnnun /
R ERE R R R R R R RS R R R R R R R R R R AR R R R R R R A R R R R R R R R RN RN R R R R RN ERARE! 86865866
L Ny N R N R A R I A I A R R R R R R R R R R A A A R R R A R R R R 2 R R A A R R R R R X 4 X2 II]??II?I
133IM 3333333333333 3333300333333323139332203339393333%33399333333333033339331:3% 08888883
G A a4 440 8400044 4500444414 999999949

§55E5555555MIS55S59555555565555555555555555555555555655555555555555655555555555§  [FRnnAuniy
686866666 66666665666566666666666666656556666866665666566666556666666665666666566
T I O i i
BBEEBI8I0aNBO0EI05a000005EEE9994086868886886088866886606099E688809980000000883888
kssssssseasssssssssssssss'sssss99993999999dsssssssssssssassssssssssssssssssssssss9

T35 T 3NNRDHBHTBNHREARDMSBTHAINEDABIETANONLZOUSET B 05 515 HBSST e 526 B BB SRR TN 12D R4 S5 IS T TR 73 W0 /
1 LEED -

Figure 26. Numerical printout for sample problem (a) and computer input data cards (b)
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a * [ TIME SINCE PUMPING

STARTED, IN DAYS TIME= 6.46
ERROR (E) 0.5910L94E 00 2 gp——— NUMBER OF
0000000
1111111
1111111
1111111
1111111 SIGNIFIES A CATEGORY
1122211 OF DRAWDOWN OR HEAD
11232119 (1 = BETWEEN -1 AND
1122211 -5 FEET OF DRAWDOWN)
1111111
1111111 [SEE CATEGORY CARD DATA]
1111111
1111111
0000000
0000000
b 4 8 164 JEaroez 3ES ™~
] [ | |
NODE CARD
0000000000085000000000000000000000000004000000000000000000CO00000000650000000068
P23 A58 E M HISRIFINIZANEET NN DN AN OGRS SRR SEL BN ISR
AR RN N IR R R R R R R R N R R AT R R R R R N N R R R R R NN R R R RN R X AR RR R AAE
Jﬁ‘% 9 -.m{ R Y < T —1509 ~20 ~N2222
2 & 5 B uean B weao & yean  mEAD || CATEGORY CARD 4 HEAD
NCSR2E o€ s g E v |l o] |0 i 2 3339
a0l IE & 0 & JﬂL LL g 1444
oololooosslghoooololoooohbooogslooogpioosagbeooghhone agbbsoomloogabosoncaooson
SRS E T ONWNIRZBMISEDINORNROABRTNANA DL NI AL 000200 0015150104850 51 5253555 56 57 S0 SO B0 L 2RI B BTN BT NEI MO 1 I TATS T 1T I 1900 5555
IR IR RN TR R N RS N A R R R TN N R R R R RN LR AR (RN R NN R RN NN R AAY)
7 15 14 7B 2py7 [FE66
1117
I I DEFAULT VALUE CARD 3333
VITEE bbb
0000000000GH0DDO0D00DDO000000AGG6000000000000000000000000060600040000000000GH00000 9999
T2 348676 S WAL IS8T I00000 228D 200526 37 20 293070 1220 36 35 36 30 303940 404z ) 04 4506 47 A0 45 50 91 5253 $4 55396 5 SHSY EO RN 624264 G5 BB STRNRYIBN RRTA M B IT TR IR0 5555 Tkt
RRRRRRER RN IR R R R RN RN LR R R R LA R R S R R R R R R R R R R AR RN RS AR LA NS R A NN css I
/ 3 nS 2 N2222 -
! PARAMETER CARD 3333
4444 3808
00000 gAdO0RO0000000CEECC000DRB000000006900000900006053900000000800000000000000000 |
P E R R TN SIS U NARDHE R ANN I MR A3 G AT ARy S S) E2 SO M BB SR 5T SN SO GGl B2 ) GG EECTROEA TN T2 I3 M TS R VT T ia 80 15555
AR R R R R R R NN S R R N R R R R AT R RN N RSN R A NN NN RN R RRR RN RARRARY

6666
j1171
3T
9999

Ll

L R N R s R FE R R e R R R i
3333303303 333333033333330393333339933999933333333090333333393333333013090)
444&4l44444¢444441444444444!4444444&144444444444444414444444444444444444444411?4
B GSS TS S IS aaaasa iR 0T505955555555555555508R53558555555555555553¢8
GGGEE6E0G666666E6688E8666 06066686 666666660566666668666666806B6665666685666668B606866¢€
IR R R R R R R R R R R R R R R R R R R R RN R R R RN R R R RN RN RN R RN NN
BEEBAOBOI MEA200000B00B03000000800098c06E 09308 R 0900668950093 E8000 08685868038
9999999959999999999999999999999949599999995999959500599999999599999995599999999519

\ 1234567 S¥MURNHISKT BN 2D NSRITIIWI I35 3630 7839041 47 €3 4005 25 A7 8048 50 50 52 53 54 55 56 57 50 S0l 2 14 BS ek GT i o 1 mamsmnmu_/
ruv ]

Figure 27. Category printout for sample problem (a) and computer input data cards (b)
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ILLINDTS STATE WATER SURVEY
BASIC AQUIFER SIMULATION PROGRAM
WITH CATEGORY PRINTQUT OPTEON

DEFINETION OF VARIAGLES

HO{ 1, J}—===~HEADS AT START OF TIME
INCRENENT ([+dJ}

H(T 3 J}en————HEADS AT END OF - TIME
THCREMENT (FT)

SFL{14J)-——-5FDRAGE FALTUR FOR
ARTESEAN CONDITIONS
{GAL/FTY

QUL d) -~ CONSTANT WITVHORANAL

RATES (GPD)
T{lsJsd)-———AQUIFER TRANSHISSIVITY

BETHEEN 1,J AND 1,J+1

IGAL/DAYSFTY

T4 Js2)-——AQUIFER TRAMSMISSIVITY

BETWEEN [+J AND [+1sd
{GAL/DAYFFT }

AA BB, CCr0DO=COEFFICIENTS 1IN WATER
BALANCE EQUATIONS

HR==—~=————— HO. OF ROWS IN MODEL
NC~se———re-=ND, OF COLUMNS [N MODEL
HSTEPS—--—-—-NO, OF TIME INCREMENTS

DELTA=—=———-T[ME I1HCREMENTS {DAYS!
HH+ 5100 FT-DEFRIAT VALUES
|=a=r—ea————WDDEL COLUMM NUMBER
—MODEL RO NUMBER

Jmmm -

—

HT——-——----Nfl, OF HEAD CATEGORIC
TAp-———————— HEAD VALUE OF CAVEGORY

[alxEeNalixlel iaslalalalalalakalalal sl il el sl oo Ra o Naakr o le Ryl

DIMENSION HI{50+50 ),HO{5D,50}
LSFL{50450) Q14504 500+T{50+5042),
2BIS0) ,G(50),0L{50,50)

34RONISO)TARC2,20)

o0 060

[aRaRakxl

TURN OFF UNDERFLOW TRAP

CALL ERRSET(208,256,~1+1}

DEFINE TNPUT ANCG OUTPUT DEVICE NUMBERS
INTEGER OUF

IN=5

ouT=4

READ PARAMEFER CARD AND
CEFAULT VALUE CARD

READT \Ny LG INSTEPS +DELTA ,ERROR o
INC MRy TT¢SL sHH, 00 -
FDRH#T‘16D2F6o0f2|6$4F600’

[aXal iz d

f’ﬁ‘ﬁ#

wos o

40

[aXx2a]

(a1l lv]

&0

READ CATEGORY PRINTOUT OATA

RE&DI!NplllNT.l[TﬁBtIle'I=i»21'J=lnNTI
FORMATAN2L3CA1,FG.00)

FILL ARRAYS WITH PEFAULT VALUES

DO 20 I=L4NC
09 20 J=1sHR
FiT4J,1)=T¥
Tl d 2}=TT
SF1(L,)}e5l
HOUNpJ)=HH
HO{ 1 4 J¥=HH
QLY+ ¥ =00

READ NODE CARDS

READY 1IN0 sEND=S0 )T JsT (s da 1)y
ETLI4ds2)3SFUTJisH T 0 4Q11 00
FORMATIZI3+2F6.0r2F6.0,1Fb.0)

GO TO 30

START OF SIMULATION

TIME=D
00 320 ISTEP=1,NSTEPS
TIME=T INE+DELTA

PREDICT HEADS FOR MEXT
TIME THCREMENT

DO 70 I=1sNC

00 TO J=14NR
0=H{i,J)=HO(I.,J)

HO{ 1 ¢ J¥=HLI D

F=1.0

TF(DLE [4J1.EQ.0.0160 TD 60
IFLISTER »BTW2 WF=D/DL AT+ )
IF{F.GT.5F=5,0

IFtF LT 0.01F=0.0
DL{TsJd)=D

HLE s 3)=HEL p ) +D*F -

g REFIKE ESTIMATES OF HEACS BY 1ADE METHAD

1TER=D

a0 E=0.0

1TER= ITER+]
¢
c COLUMK CALCULATIONS
C .
00 190 11=14NC
1=11
IFCMODY ISTEP+ITER 421 JEQ. l) I=NC-1+1
DO 170 J=1.NR
c .
[ CALCULATE B AND G ARRAYS
c
DO=HOC T+ J I#SFLCE 0 H/DELTA-QIT 4 J)
BBﬁSFltlrJl!DELTh
AA=0.0
CC=0.0
1F{J-1190, 100,90

90 Ap=-=T(IyJ-142}
BB=BB+T{I+J=1,1}

100 [F{J-NRI1E0,20, 110

110 CLa-F{Esds1)
BE=BB+T{1+JsL )

120 1FI1-11130+1404130

130 BB=BB+TLE-1+Js2)
DU=BO+RLE=1 v JF*Ti=10 0,428

140 FFLI=-NC) 1501604150

150  BE=B8+TIT+J+2}

DO DC+HE T+ 1y d PRT(T5d2)

160  W=BbB-Afd*@lJ=1)

BEJI=CC/HW

170 G{Jh=1DD-AARG{ J=11) /W

[

[ RE=ESTIMATE HEADS

[

EE+ARSIHIT s NRI-GINRI)
H{1sHR]I=GINR}
. N=NR=1 -

190 HASGIMI=BIMIEH[] (N+1)}
_E2E+ABSLHA-HI1 4N}
“HEIsNI=RA

NeN-1 .
IFINII?U,I90:130
190  CONTINUE
C .
C ROW CALCULATIONS
c .
DO 300 Ji=1sNR
J=44
1F{MOD{ TSTEP+ITERy2)uEQL1 ) J=MR=J+]
DO 280 1=1.RC
BB=5F1{1,J)/DELTA
DD=HOL L  JI*SFELAL, J)/DELTA-QUE 4k}
AA=0.0 :
CC=0.0
IF{J-l]ZDOn?lO'ZDO

200 PE=BBsTII,l-1,1)
DO=DDAH T 3 J=EbAT T s 141}

210 IFLJ-NR)220+230,220

220 DD-DD+H‘I.J+1I*T{I:J‘1I
BB=BBE+T(14ds1) .

230 IF{1-1)240,250,240

260 BE=BBATLI-1sds2)
Af==T{ 1=1+ 44 2)

250 IFET=NC) 2604270, 260

260  BE=BBAT{[yd+2)
CC=-TiIsJs2}

270 wW=BB-AA*B({1-1}
B{1)=CCrW.
280  GiE)={D0—AA*GLI~LP )/
c
g RE-ESTIMATE HEADS
E=E+ABSIHLNC » J}=GINC))
H{NC » JY=GINC}
N=NC-1

290  BASGIH)-BANKISHIN+L . J)
EmE+ABSIHING J)-HA)
HIN ) =HA
Hed=1
IFLN) 2003004290

300 CONTINUE
1F{ E.GTL.ERROR) GO TD BO

[

[ PRINT RESULTS

c

WRITE{QUT 4310 }TIME+E+TTER
310 FORMAT{SH2TIME=sF6+2//F+E20.T4 15}

DELTA=DELTA*]1.2

D0 320 Jwl.NR

0D 312 1=1+NC

DO 311 ¥=14NT

BFC-HOT+J I+TAREZ,K]1I312,302,310
311 CONTINUE

ROM(1)=TABIY.K}
WRITELOUT ¢330 ) ( ROWTK) s K= 4 NED
FORMATL 2X, 5042 )

sTae
END

Figure 28. Basic aquifer simulation program with category printout option
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I, COORDINATES a b
OF NODE

NODEC &, 6D
HEAD, ISTEP
IN FEET 5 10 15 20 25 30
0.0 LU T | 1 1 1 1
=5, 000 1 ##e ] 1 1 1
~10.000 1 1 #sei] 1 1 1
=-15.000 1 1 " 1 1 1
-20.000 1 1 1% 1 1 1
~25.000 1 1 1 #1 1 1 ISTEP TIMECDAYS)
~30.000 1 1 I #l 1 1 1 0.50
-35.000 1 1 1 # 1 1 2 1.10
-40.000 1 1 I 1 1 1 3 1.82
-45,000 1 1 1 1= 1 1 4 2.68
~50.000 1 1 1 1% 1 1 5 3.72
-55.000 1 1 1 1 1 1 6 k.06
-60.000 1 1 1 1 =1 1 7 6.46
-65,000 1 1 1 1 1 1 8 8.25
-70.400 1 1 1 1 1 1 9 10.40
=75.000 1 1 i 1 =1 I 10 12,98
-80.000 1 1 1 1 1 1 11 16.08
-85.000 1 1 1 1 1 1 12 19.79
-90.000 1 1 1 1 * 1 13 24,25
=95.000 1 1 1 1 1 1 14 29.60
~100.,000 1 1 1 1 1 1 15 36.02
~105,000 1 1 1 1 1 1 16 43,72
~110,000 1 1 1 1 1« 1 17 52.97
-115.000 1 1 1 1 1 1 18 64.06
~120.,000 1 1 1 1 1 1 19 77.37
=125.060 1 1 1 1 1 1 20 93.34
=-133.,000 1 1 1 1 1= 1 21 112,51
-135.000 1 1 1 1 1 1 22 135.51
-140.000 1 1 1 1 1 1 23 163,12
~145.000 1 1 1 1 1 1 24 196.24
=150.000 1 1 1 1 )3 1 25 235.99
-155.000 1 1 1 1 1 =] 26 283.69
-160.000 1 1 1 1 1 13 27 340,92
-165, 000 1 1 1 1 1 1 28 409,61
=170.000 1 1 1 1 1 1 29 k92,03
-175.000 1 1 1 1 13 1 30 590.94%
-180,000 1 1 1 1 1 I
-185.000 1 1 1 1 1 1
=190.400 1 1 1 1 1 *]
=195.000 1 13 1 1 1 1
-200,000 1 1 I3 1 1 1
-205,000 1 1 1 1 1 1
~210.000 1 1 1 1 1 1
=215, 000 1 13 1 1 1 1
=220,000 1 1 1 1 1 1
-225.000 1 1 1 1 1 *

Figure 29. Time-water level graph for sample problem (a) and a table of ISTEP versus TIME (b)



ILLINOTS STATE WATER SURVEY
BASIC AQUIFER SIMULATION PROGRAM
WITH -TIME-WATER LEVEL PRINTOUT OPTION

DEFINITION OF YARIABLES

HD{ T, 01 HEADS AT START OF TIME

IMCRENENT (1,J%

HI1+J}——==HEADS AT EWB OF TIME
THLREMENT 2FT)

SFU ] 4 )) =S TORAGE FALTOR FOR
ARTESTAN CONDITIONS
IGAL/FT)

R T3 ) =————vCONSTANT WITHDRAWAL
RATES (GFO)
TrIsdylp====AQUIFER TRANSNISSIVITY

BETHEEN Tst AND i,J+I.

LGALFDAY/FTY
TEI e 2p—==4QLIFER TRANSHISSIVETY

BETWEEN 1+J &ND [+1sd

(GALZDRYAFT]
ARyBB,CC,A0-COBFRIL1ENTS TH WATER

BALANCE EQUATLONS
NA== =HD, DF ROWS 1H MDDEL
ML =mmm—————HN0. OF COLUMNS TN MODEL
NSTEPS=——n=-M. OF TIME INLAEMENTS
DEL TA—sa———TFIME JHCREMENTS 1BAYS)
HH.SF'QOJT-DEFQU‘.‘I’ VALUES

MOBEL COLUMN
e T

L~ H=————"+=-t0. OF NODES FOR WHICH |

TIME-WATER LEVEL LURVES
ARE DESIRED

HGRELL ¢ J1===1+J COORDINATES OF
‘NODE WHERE ¥-WL CURYVE
TS DESIRED

A =————wa—uLCALE FACTDR FOR T-WL
CURVES

[aXalalotialeloakalaNale lalaRakaRalal o RalutetalaRakalaleRulu o NulalaNole oo olalyd

BA 50 461501 4OLI50+50 b
[ % HDOEL 1032 B, HEAD (10, 100 F, LTMET 1007 LlNEiiODI ]

DIHEMSION BIS0,50):HDL50,50) «
ESF1{ 80,50 ) Q450,50 by TE502 5042 by

SO0 No o

[aE=Ixiad

TuRN OFF UNDERFLIMW TRAP
CALL ERRSET(208,255,~1+11

DEFTNE INPUT AMD OUTPUT DEVICE NUMBERS
IMTEGER DUT

INaS

OUT =6

READ PARAMETER CARD AMD
DEFAULT VALUE CARD

READ[ [N+ 10 INSTEFSyOELTALERRDRy
MG A HR T 4 S14HHH QG
FORMATE 16, 2F6.0/2T644F6. 0

READ NODDE DATA FOR TIME=-
WATER LEVEL CURYES

READY 19y L& TN ALy (AHODE( 14 5) s Ju1e2FeT=1 4NN}
FORMATC IS 4F 5,0, 10§ E4,334)

EaXalixl ol Oy
o re Ll rﬂz

sﬂ 10

HEan

ﬁﬁﬂgs

FILL ARRAYS WITH DEFAULT VALUTS

D0 20 3=1.NC
DO 20 J=14HK
TilydslbnTT
T+ 20eTT
5Flit,ghns)
Hi1yJi=HH
HOL Ly JI=HR
[N PRI ELY

READ WODE CARDS
AELDL TN+ &0 s END=S0 T 4 JoT I Eudu by

ATATadp20eSFLET+JPeHGT 2 d Ve QL1+ 3}
FOAMAT( 2134 2F 6e0 s 2E8 ,041F640)

C a0 To 30

START OF STMILATION

TEME=Q
PO 220 ISTEP=LHSTEPS
TIME=T IME+DELTA

PREDICT HEADS FDR NEXT
TIKE INCREMENT

00 TO F=1.HC

DD 70 JeLNR
D=HL L e 1 =HOLE p 2}
HOCE+JimHiT 4]

F=l.0

JF{OLL [+01.EQ.0.04G0 TO 60
TFEISTEP LGT.2 IF=0/DL T+ }
JFIFGT5F25.0

IF(F LT 00 )F w00
DLILyJ)=0

HUL 21 aHI T 4 J bHOFF

REFINE ESTIMATES OF HEADS BY IADI METHOD
ITER=D

Exd.0
IFERaITER+]

L1

105G
334

120G
130

140
150

160
17a

C1Ie O

200

210
2x

230
230

250
260

2T
280

29¢

200

COLUHN CALCULATIONS
PO 190 IT=1,NC
=

TF{MODE ) STEPHITER 2] JEQ. 13 T=HC=T41
Q0 170 J=1,NR

GALCHLATE B8 AND .6 ARRAYS

BBaSF TrJ 3 /DELTH

OheHl L, JEPSFL (T SEADELT &-QU T4 01
!A~0o0

CCal.D

1FLJ=-1)90+200,90
Lhw=Td{yd+1.110
BE-BB+T(I+J-1.+11

FF(J=Ra3 110,120, 200
CC==T{]1,Jd+1)
BEeBA+TII+J41}
IFI1=1011230, 1404530
PE=BB+TEI-Lyds2)
0020D4HET=1 4+ J 39T (T=-14J+2}
TFI1=HC} 150514604150
BA=BBR+TIL 44+ 2]

OO=DO0+HE 1+ 1, 239T (143,21
WeDBE-AARELI-1}

B0/

GLJYml DD=AA*G{J~131 /0

RE-ESTINATE HEADS

E=E+ABS{HIT 1 NA)-GLNRY)
HEL yWRI=GANK

N=HE-1

HA=GI M) =BANIFH [T N+
EE+ABS IHA-HIT ¢RI}

HO Y H)aHA

Hel-1

EFINI 1901504120

COHY TNUE

RDW CALCULATIONS

-
00 300 SdwlyhP

Jugy

IF(MO0E [SFEPHITERy 21, EQw L ) J=NR=J+1
DO 280 1sl4NC

BERSFL(Lyd b/DELTA

DO=H 14 d 1 ESFLCT rd W DELTA=QI T o 4
Afda,O

CLwd, 0

IF0J=1) 2004 210, 200
BB=BB4TLI s d=140)
OO=DB+HA L 1 J=2F*F (T4 =141}

TF{ J=HRI220,230+220
DDRODHIT g J+ R ERT Ly 1}
BB=BR+TCEyJyl)
[FLT=112404250, 240
BEmBB+TLS~14d92)

Ade=T{1=L+Je 2}
1ECT=NC) 260 ¢ 2705 260
BEmBBHTIEsds 2

CCr=Tt1,J42)

W=BB=ARE{1~1)

Bi[hrCL/M

G The{ DD-AA*G(I~10) /0

RE-ESTIMATE HEADS

E= E+ABS{HINC 3 JI=GIHCH )
HINL ; J3=G{NL)

MaNC-1
Hi=GINE-BINIAHINY1,J)
EsE+AGS{HIN, JI-HA}

HIN yJ1=HA

=N=1

1F LN} 300+ 3004290
CONTIMUE

I1E[E.GT.EAROR} GO TO 23

[y (]

301

302

20

L2l 21217

341
342

345
c

PRINT TIME TARLE

TF(1STEP-EQ.1 JHRITELOUT 4301 )
FORMAT (*1ISTEP TFINE(DAYS)Y)
DELTA=DEL TA®] .2

WRITELOUT » 30211 STEP 3 TIME
FORMAT| T&+6X+FB+ 2}

STORE RESULYS |

DO 320 Kel,NH
JANDDELKs LD
JTHODELK 21
HERDIK + 15TEP 1=t I+ J)

PRINT RESULTS

DO 345 KalsNN

MRITECOUT y 3401 (INDRE{K 4.1) o 0%l 52 h ¢ T, FnS,NSTERS ,5)
EORMAY(FANDOE( 4T3y #4413, VIOAA/FIZAN0ISY
1607= 1000004

1T0F==1 000000

DD 341 Fel+NSTEPS

LINEC T)=HEAD{K, 1 /AL

TFILINE{ L) GT L 1TOPJETOP=LINET )
TFCLINE{Ed+LT.TPOFIIBOT=L TNEAED

D0 343 1sal4NSTEPS

DATA BLAMK,VERT(PLAT/Y 15004, 020/

ALEMETT) =B8LANK

1FS T /560 5 /5.0 VAL TNES F I =VERY

TFALINE (1) .EQ. ITOP AL INELL FaPLDY

KoAL* TP

HRATELQUT 346 1 X A ALTINEAT 4 L= 1 ,NSTEPS)

FORMAT {F1043,2%, 100410

ITOP=ITOP-1
F: P

+THOT ¥60_T0 342
CONT[MUE

$vap
END

Figure 30. Basic aquifer simulation program with time-water level printout option
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Figure 31. Example computer input data cards for obtaining time-water level graphs

26




VARIABLE PUMPING RATES

Pumping rates or net withdrawal rates can be pro-
grammed to change in a stepwise fashion as a function of
time. An example problem and the job setup are illustrated
in figures 32-35. The computer listing for the variable
pumping rates is given in figure 36 and is a modification of
the basic aquifer simulation program.

A stepwise pumping schedule, as exemplified in figure 32,
is set up for each well of the model. The computer program
can manipulate positive (pumping), negative (recharge),
or zero withdrawal rates for a total number of wells (NP).
Between changes in pumping rate, the computer program
operates with nonuniform time steps within each period of
pumping. However, the initial DELTA is reset at each change
in pumping rate for the reasons outlined in the nonuniform
time increment section of this report.

As an example, figure 32 shows four pumping rate
changes (NRT = 4). Each pumping rate is in effect for 11
time increments (NSP = 11), and the total number of time
increments is 44 (NSTEPS = 44). The length of time that
each pumping rate is effective is the same for all wells.

The length of time of pumping for each pumping rate is
known and usually corresponds to field inventory periods.
Equation 47 is used, along with table 1, to calculate an ini-
tial DELTA and number of ISTEPS to fit the inventory period.

Once the pumping schedules have been set up, the rates
and well location coordinates are entered on pumping
schedule cards according to FORMAT statement 13 of the list-
ing of figure 36. A pump parameter card is included to de-
fine NP, NSP, and NRT according to FORMAT statement 11.
Figure 33 shows the pumping schedules for five wells in an
aquifer model with 9 columns and 31 rows. The pumping
rates were plotted on an inventory period of 30 days. Equa-
tion 47 and table 1 were used to compute an initial DELTA
of 0.933 days so that TIME equals 30 days after 11 time in-

crements are processed. After 11 time increments, the pump-
ing rates are changed, DELTA is reset to its initial value, and
another group of 11 time increments is processed to TIME
equals 60 days. This continues until all pumping changes
have been processed.

Figure 34 illustrates a time-drawdown plot of water levels,
as a result of the pumping scheme of figure 33, at an ob-
servation point with coordinates i = 4 and j = 15.

Figure 35 shows the input data cards and their order for
the variable pumping schedules set up in figure 33. Any
node cards that might be included are put immediately fol-
lowing the pumping schedule cards, although there were
no node cards for this particular problem.

th NRT = 4
P
z 2
S Py
3
g
Py

123456 76 % 10 11

T57ER TINE
o HhsP=1 A
——
WSTEPS = 44

Figure 32. Example variable pumping rale schedule
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Figure 34. Example time-drawdown graph for variable pumping scheme
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Figure 35. Data deck setup for variable pumping scheme
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ILLINOLIS STAYE WATER SURVEY
BASIC AQUIFER S1MULATION FROGRAN
NITH VARIABLE FUNPAGE
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Figure 36. Basic aquifer simulation program with variable pumpage
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LEAKY ARTESIAN CONDITIONS

The basic aquifer simulation program can be modified
to include leaky artesian aquifer conditions as defined below.
The modifications and an example problem are illustrated
in figures 37-40, and the modified computer program listing
is given in figure 41.

Leaky artesian conditions exist (Hantush and Jacob,
1955) where aquifers are overlain by confining beds (aqui-
tards) which impede the vertical flow of groundwater as il-
lustrated in figure 37. It is assumed that the leakage through
the confining bed into the aquifer is vertical and propor-
tional to the difference in head between the aquifer and the
source bed above the confining layer. It is further assumed
that the hydraulic head in the source bed supplying leakage
remains constant, that the storage in the confining bed is
neglected, and that the head in the aquifer does not fall
below the bottom of the confining layer.

Walton (1960) gives an equation (a modified form of
Darcy's law) that describes the rate of leakage through such
confining beds. The equation in the notation of this report
is

Qo = (P'/m’) AbA, (48)
where
Qn = leakage rate through the confining bed, in gpd
P' = vertical hydraulic conductivity of confining bed, in
gallons per day per square foot (gpd/ft?)

m' = thickness of confining bed in feet

Ah = difference between the head in the aquifer and in
the source bed overlying the confining layer, in feet

A. = area of confining bed through which leakage takes
place, in square feet

In terms of the head notation of figure 37
ah = RH;; — h; (49)

The vector volume of the portion of the confining bed
represented at each node of the digital model is illustrated
in figure 3. This vector volume extends the full depth of the
confining layer m' and has horizontal dimensions of AxAy,
the volume being centered around the node point ij. There-
fore the area term of equation 48 may be expressed as

A, = AxAy (50)
Substitution of equations 49 and 50 into 48 vyields
Q. = (P'/m’) Axay (RHy 5 — hyyg) (31)

A recharge factor, in gallons per day per foot (gpd/ft), is

defined as
Ri; = (P/m"} AxAy (52)
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Substituting equation 52 into 51 and carrying out the mul-
tiplication result in

Qu =R;;RH; ; —R;;h;; (33)

To include leaky artesian conditions, as defined above, in
the basic aquifer simulation program requires substitution
of equation 53 into the column and row equations 11 and
12, respectively. Inspection of equations 11, 12, and 53 shows
that the component R;;RH;; remains as a positive constant
term in DD. Since the head at the node h;; is involved in
the component R; jh;j, the term R;; is included in BB, the
sign of which will be positive because of its shift to the left
hand side of equations 11 and 12.

The computer program listing for the above case of leaky
artesian conditions is given in figure 41; modifications made
to the basic aquifer simulation program are boxed. As indi-
cated in figure 41, two additional arrays are dimensioned to
accommodate the source bed heads RH;; and the recharge
factors R;;. Also the source bed heads and the recharge
factors are added to the default value and node cards and
read into the computer by the changes in the READ state-
ments. Finally, the addition of the recharge factors and
source bed heads are taken into account by the additional
terms in the BB and DD coefficients of the ROW and COLUMN
calculation sections of the program.

The procedures leading to the job setup are the same as
those described for the basic aquifer simulation program;
however, the confining bed properties and source bed heads
are also discretized with a finite difference grid that is con-
gruent with the aquifer property grid. Each vector volume
of the discrete portions of the confining layer, associated with
a numbered node of the grid, is then outlined and assigned
an average recharge factor (see equation 52) and source bed
water level elevation. An appropriate recharge factor is
entered on the default value card and differing values on the
node cards.

Figure 38 illustrates a theoretical versus computer-simu-
lated time-drawdown curve for leaky artesian conditions
with homogeneous aquifer and confining bed properties. The
theoretical curve of figure 38 is from data published by
Hantush (1956) as applied by Walton (1960). The com-
puter input data cards related to figure 38 are given in
figure 40. The good agreement between theory and com-
puter data should be noted. A distance-drawdown compari-
son is also given in the graph of figure 39 for steady-state
conditions, and this again indicates excellent agreement
between theory and computer-simulated data. The theoreti-
cal curve of figure 39 was obtained from Jacob (1946).
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Figure 37. Basic aquifer simulation program parameters with leaky artesian conditions
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Figure 40. Sample computer input data for leaky artesian conditions
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ILLINGIS STATE WATER SURVEY
BASIC AQUIFER SIMULATION PROGRAM
WITH LEAKY ARTEZLAM COMDITIONS

DEFINITION OF VAR1ABLES
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Lo LGAL/FT)

Qi 14d) ~——== CONSTANT WITHDRAWAL
RATES {GPD)
Ti1,Js1)-=-=A0UIFER TRANSMISSIVITY

BETWEEN 1,J AND 1,441
{GALFDAYSFT) :
TITsd42}--——AQUIFER TRANSMISSIVITY
© BETWEEN [4J AND I+Led
1GAL /DAY /FT )

R{lsJ) ————=~ RECHARGE FACTOR
[GALFDAY/FT}

RHIT yJ )y ——~—ELEVATIN 0OF WATER
LEVEL 1H SOURLE
BED (FT)

AA BB LC+DD-COEFFICIENTS 1N WATER
BALANCE EQUAT10NMS

-N0. OF ROWS IN MODEL

=M. {F COLUMNS IM MODEL
M3TEPS=am===H0. OF TIME IHMCREMENTS

DELTA-=====— TIME IHNCREMENTS (DAYS)

HH+5L,QQ, TT-DEFAULT YALUES

i -=—MODEL COLUMN NUMBER

e m——————— MODE{ ROW NUMBER

[z Xzla Nl Rl NataRelal ol o e R ala N e oot N R e RN el N T e e R Nt e Nl e N Y e ¥ o N e o]

DIMENS 10N H{50,507,H0{50,50],
15F1€50,50),0(50,501,T(50,5052),

21501 4G{50)+DLISQs50) RIS 0500,
ARH{ 50,501

TURN OFF UNDERFLOW TRAP

CALL ERRSET{20B+258s~1+1}

aoe Oy

INTEGER OUT
IM=5
BUT=&

READ PARAMETER CARD AND
DEFAULT VALUE CARD

[aNaRaNal

RESQ{ 1 W4 10IMSTERS, DELTA +E RROR,,

DEFINE TNFUT AND OUTPUT DEVICE MUMBERS

INC o NR «TT ¢ SL+HH 5 OQ o RR pRAH
] FORMAT{164+42F6.0/216+6F6.01

FILL ARRAYS WITH DEFAULT VALUES

OO O

DO 20 Tel.NC
DD 20 J=14+NR
TiLydy 17T
T(14d,2)=TT
SFI(I,J}u51
HULyJY=HH
HOL L. ) =HH

R(1,Jr1=RR
RHIILJ}=RRH

20 afl.45)1=00Q
READ NORE CARDS

wonm

a READI TN+ 40 +ENDuSOIT o JoTITeds 1,
1T T9ds20a5FLI0 s )sHUE w3 s QITsds

ERIT, Jh,RHIL+J)
FORMAT (21342F6+0:2F4.0¢3F 6.0

5

60 70 30
START OF STMULATION

LR alaNal
=]

TIME=D
0D 320 ISTEP=1+NSTEPS
TIME=TIHE+DELTA

PREDILCY HEADS FOR MEXT
TIME TNCREMENT

2N e Nl

DO 70 [=14NC
B0 TO J=1:NR
O=H{I+JI=-HD(T4d}
HO( [y JE=HLT4J))
F=l.0
TF{DL{I,3).EQ.0.0)G0O TO &0
IFIISTERPLGT2IF=D/0L1F e Jd}
IFIF.GT S IF=5 .0
IF{F.LT.0.01F=0.0

&0 OLIT,01=D

Te HETyd)=HEE , J14D3F

. € REFINE- ESTIMATES QF HEADS BY [ADI METHOD
c
ITER=0
ag E=0,0
ITER=1TER+]
.
C COLUMN CALCULATIONS
c
0O 150 [1=1,HC
I=1t
IF(MOD I ISTER+ETER,2).E0.1 ) I=NC-T+1
c DO_ETD J=14NR
[ CALCULATE B AND G ARRAYS
C
BU=SF1{ [, ) /DELTA+RI 40}
DO=HOU [+ JVESFLIT4d ) /OELTA-Q(L+ 0} +
LRELE, ARG}
AA=L L0
CC=0.0
IFtJ-11%0,4100,90
90 ApmeTEEyJ=141)
BEmBB+T{I J=1,1)
100 FFLJ-NRILIG,120411C
110 €£Ca=T{ly4d41}
BB=BB+Ti1,4451)
120 TF([-1)130,140,130
130 BB=BB+T{T=14+J,2) N
DoE00+HE[=1 03 *TIT=1+J42)
140 IFET=-NCIL1S0,160.L50
150 BE=BE+TIL.0.2]
DO=DD+H{1+14+ 33T IT4J42)
150  M=DB-AA3B{J=1)
BIJi=CLrw
é?O G{J) =l DO=AAZGIJ=1) b /W
C RE-ESTIMATE HEADS
C
E=E+ABS (H{[4NR}-GINR)}
EII:NRI=GINR)
H=HR~1
180 HASGLMI=BIN}H{T,N+L)
EmE+ABS{HA~HII (N}}
HITeN)=HA
N=N-1
1F{HI190,1904180
120 CONT INUE
c
[ ROM CALCULATIONS
C
0Q 300 JJ=14+KNR
J=22
IF(MOD [ [STEP+ITER,2),EQ.1) J=HA=J+1
DO 280 I=1,NC
BBaSFI{L+J}/DELTA+R [ sJ}
DO=HOT T4 JI2SFL{Ts ) )/ DELTA~QIT s 0] ¥
1RHI T a0l #R{T 43D
AA=0.0
CC=0.0
IF{J=1) 200,210,200
200 BB=BB+T(I+J=-141}
DO=0R+H{ T 4 J=1 15T Tsdw1,11
210 1FCJ=NR 1220, 230,220
220 DO=NO+HE L 4 J+LIFTII ¢ d 41}
N BE=RE+T{[yJ+1]
230 IFLI-1) 240,250,240
240 BE=BB+T{I=-1+J42)
AA==T(I=14d+2)
250 IF{1-NC Y260, 2704260
260  BE=BB+TI[yJ+2)
Coo=TL I, 2}
270 W2BB-AA¥B{I-1)
ai{It=CCiH
280  Gi{II=lDD-AA#GL{E-110/HW
[
c RE-ESTIMATE HEADS
c
E=E+ABS{HAINC+JI-GINC])
HINC 4 JF=G4NG )
K=NL-1
260 HASGIMI=B(N}4HIN+1sJ)
E=E+ABS[H{MN+J1=HA)
HiMNsJ)mHA
H=N-1
1F(M) 300,300,290
300 CONTINUE
IF(E.GT .,ERROR) GO TO B0
c
C PRINT RESULTS
<
. HRITEL OUT 4310 TEME$EL TTER
210 FORMATIGH2TIME= F6.2///sE20+T 415}
DELTA=DELTA®L.2
DD 320 J=1.HR
320  HWRITELOUT 32015 H{T,0),T=1,M0)
"330  FORMATI1S+5X%,10FL0.4/{12X10F10.4))
C

STOP
ENC

Figure 41. Basic aquifer simulation program with leaky artesian conditions




INDUCED

Modifications for induced infiltration conditions can be
included in the basic aquifer simulation program. The modi-
fications and an example problem are illustrated in figures
42-47, and the modified computer program listing is given
in figure 48.

Induced infiltration can take place when wells are pumped
in aquifers which are near and in hydraulic connection with
streams, rivers, or other surface water bodies. In the course
of pumping, water levels in an aquifer may be lowered be-
low surface water levels and the aquifer is recharged by in-
fluent seepage from the surface water body. Several publica-
tions are available (for example, Boulton, 1942; Rorabaugh,
1951; Hantush, 1965; and Walton and Ackroyd, 1966)
which describe the flow interconnection phenomenon be-
tween surface water bodies and aquifers.

The conditions for which the computer program for in-
duced infiltration is set up are shown in figure 42. It is
assumed that wells fully penetrate the aquifer, that the draw-
down in the flow field is small compared with the saturated
thickness of the aquifer, and that the well is far enough
from the stream that the effects of partial penetration of
the river will be negligible. Further, it is assumed that the
head in the surface water body remains constant.

As shown in figure 42a, as the head in the aquifer hi,,-
declines below the head in the stream RH;;, water is in-
duced to flow from the stream Q,, across the streambed,
and into the aquifer. According to Walton and Ackroyd
(1966) the rate of flow is directly proportional to the stream-
bed area, the permeability of the streambed, and the head
difference between that of the aquifer and the stream; it is
inversely proportional to the streambed thickness. In equa-
tion form the rate of flow through the streambed can be
expressed by the following modified form of Darcy's law.

Qo = (F/m’) 4k A, (54}

where
Qn = infiltration rate through the streambed, in gpd
P' = hydraulic conductivity of the streambed, in gpd/ft
m' = thickness of the streambed, in feet
A; = area of the streambed assigned to node, in square
feet

Ah = head difference between the level of water in the
stream and that in the aquifer beneath the stream,
in feet

However, the rate of flow through the streambed reaches
a limit (figure 42b) as maximum hydraulic gradients are
created when the head in the aquifer, h;;, directly beneath
the stream falls below the bottom of the streambed, RD;;
(Walton et al., 1967). In terms of the head notation of
figure 42

Ah = RH;J - hi‘; (55)

Maximum hydraulic gradients occur when h;; = RD;.
Thus, the maximum head loss is given by

INFILTRATION

ﬁhm = RHi,; - RD;J

The vector volumes of the individual streambed portions
represented at each node of the digital model are illustrated
in figure 43. These vector volumes extend the full depth of
the streambed layer, m', and have horizontal areas denoted
by As.

Substitution of equation 55 into equation 54 yields

Q. = (P/m’}A(RH; ; — h; g) - (56)

A recharge factor, in gallons per day per foot, is defined
at all stream nodes as

R;; = (P'/m’)A, (57)

in which average values of streambed hydraulic conductivi-
ties and thicknesses, and the areas within the vector volumes
illustrated in figure 43 are used. Substituting equation 57
into 56 and carrying out the multiplication result in

Q. = Ry; RH;; — Ry hiy (58)

Equation 58 is identical to equation 53 (see leaky artesian
conditions) except the terms now pertain to streambed
properties and surface water heads instead of confining bed
and source bed heads as in the leaky artesian case.

To include the effects of induced infiltration, as described
above, in the basic aquifer simulation program requires two
main modifications. First, just as with leaky artesian condi-
tions, the components R;;RH;; and R;; are entered into
the finite difference equations (see equations 11 and 12) in
DD and BB respectively. Secondly, STREAMBED INFILTRATION
CONTROL sections are programmed to check whether or not
aquifer water levels have fallen below the bottom of the
streambed and to control the infiltration rate according to
the nonlinear graph shown in figure 42b.

The computer program for induced infiltration conditions
is given in figure 48; modifications to the basic aquifer simu-
lation program are boxed. As indicated in figure 48 three
additional arrays are dimensioned to accommodate the
stream water level elevations RH;;, the streambed recharge
factors R;;j, and the elevations of the streambed bottoms
RD;;. Also, the stream water level elevations, recharge fac-
tors, and streambed bottom elevations are added to the de-
fault value and node cards as shown in figure 47, and are
read into the computer by the changes in the READ state-
ments. Finally, the STREAMBED INFILTRATION CONTROL sec-
tions are added to the ROW and COLUMN calculations.

The computer job setup is illustrated by the following
example problem which considers an infinite aquifer of uni-
form properties with a straight line river crossing it. This
river is assumed to have a semipervious streambed with a
thickness of 6 inches, a vertical hydraulic conductivity of
0.5 gpd/ft?, and a stream width of 75 feet; it is discretized in
1000-foot length intervals. The initial static water level
everywhere in the aquifer is at an elevation of 700 feet. The
water level in the stream is also everywhere at an elevation
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of 700 feet. The elevations of the bottom of the streambed
are everywhere equal to 699 feet. Recharge factors for all
nodes along the stream are identical and are calculated
from equation 57 as

Ri; = (P//m")A,

Riy = (5X1071/5107) 75 X 1000

R;; = 75,000 gpd/ft

It is further assumed that a fully penetrating well will be
located a distance of 2000 feet from the river and pumped at
a constant rate of 2 million gallons per day (mgd). The
aquifer is homogeneous and isotropic and has a transmis-
sivity of 74,800 gpd/ft and a storage coefficient of
1.003 x 102

The data cards for this problem are as shown in figure
47. The formats of the data cards are the same as those of
the basic aquifer simulation program except for the addition
of the three fields defining R values and RH and RD
elevations.

An example time-drawdown curve is shown in figure 44.
The computer data were obtained with the data deck pa-
rameters outlined in figure 47. Since there is no closed form
solution known to the authors for the water level distribution
that includes the nonlinear effects of induced infiltration de-
scribed above, the time-water level data are presented in
comparison with the response of an infinite aquifer with no
recharge and also with a fully penetrating recharge bound-
ary. As shown in figure 44, the water level declines in the
observation well are coincident with both theoretical curves
during the early portion of pumping, then for a time follow
the fully penetrating recharge boundary curve reflecting the
effects of recharge from the river. The computer data then
deviate from the recharge boundary curve as maximum head
losses across the streambed begin to occur.

Two cross-sectional views of water levels in the above
stream-aquifer system are shown in figures 45 and 46. The
cross section shown in figure 45 is illustrated along a line
perpendicular to the stream and passing through the pumped
well location. The curves for the response of an infinite aqui-
fer and a fully penetrating recharge boundary are also shown
for comparison.

Figure 46 shows the crosss section of water levels in the
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aquifer directly beneath and along the line of the stream.
Maximum head losses across the streambed have occurred
at seven node positions beneath the stream.

It should be pointed out that the program of figure 48 can
also be used for limiting the amount of recharge to an aqui-
fer under leaky artesian conditions when aquifer water levels
fall below the bottom of a confining layer. Under these con-
ditions, the recharge factors are defined from confining

layer properties instead of streambed properties. The RH
array then defines the heads in the source bed overlying the
confining layer, and the RD array defines the elevations of
the bottom of the confining layer. Both leaky artesian condi-
tions and induced infiltration conditions can be handled
simultaneously in the same model since the two conditions
never overlap.
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Figure 42. Basic aquifer simulation program parameters with induced
infiltration (a) and head-infiltration rate curve (b)
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Figure 44. Time-drawdown curves for induced infiltration problem
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ILLINDIS STATE WATER SURYEY
BASTIC AQUIFER 5IMULATION FROGRAM
WITH THDUCEE INFILTRATION CONOLTIONS

DEFTNITION OF ¥ARTABLES

HO{ T4 Jb-——==HEADS AT START OF TIHE
INCREMERT €1,J1
HE 1y ~mmew=HEADS AT EMD OF FIME
. INCREMENT IFTH
SFL{14))—==rSTORAGE FALTOR FOR
ARTESIAN CONDITIONS
IGAL/FT ) -

T T s Jp—=———CONSTAMT MITHORANAL
RATES tGPDI
TIEyd sl —=AQUEFER TRAMSMISSIVITY

BETHEEN I+J AND 14J+1
[GAL/ DAY FFT)
TIT3Jp2)—=rmAQUIFER TRANSMISSIVITY
BETHEEN I+J AND [+%,J
CGALZBRY/FT)
R{17J1 —=—~RECHARGE FALTOR
1GAL/QAY/FTE

coermnneacnnncloocob oo oaAnnOC OO0 Onnn

AA BB ,CCyDD-COEFFIC1IENTS 1N WATER
BALAMCE EQUAT 10NS
HR—ar-n=—=—HN{, OF ROWS EN MODEL
HE—-—--——-=N0, OF COLUMNS IN MODEL
HiTEPSr===—NO. OF TIME JNCREMENTS
DEL TA=s=-=n=TINE INCREMENTS (DAYS)
HHp 51,00, TT-DEFAULT VALUES
[ ~-=-MODEL COLUMN NUMBER
e e e MONEL RON NUMBER

RATT 3 J1===——ELEVATION OF STREAM

SURFALE TFT)
RDI[yJ)———FELEVATION OF RIVER
STREAMBED BOTTOH _(FT}

CoON oon nl‘lnql‘\ﬁﬂ

laRakeRal

i)

=

DTMENS10H H150,501,HO(50, 50,
AS5F1450,500,0050,50), TI50,50,2),
(503461 1RI50, +DLAS G5O

RH{SO L] ]

TURN COFF UNDERFLOW TRAP

CALE ERRSETIZ20E,256s-121]

CEFTHE INPUT AND QUTPUT DEVICE NUMBERS
ENTEGER OUT

IH=5

UT=d

READ PARAMETER CARD AMND
DEFAULT YALUE CARD

READY [N, 1GINSTEPS DELTA,ERRDA»
INL o MR s TT + 51 HH e QG+ RR +RRH 4RRD
FORMATI1642F6.0/215+7F6.0)

[z a1y

FILL ARRAYS WITH DEFAULT YALUES

00 20 Iwl,HC
00 20 JmlsNR
Tilsdy11m¥T
Ti1.0,23 TV
SF1(1+0)=51
HIT+JowHH

HOL T 40 b eHH

ﬂﬂg

W

0

R{L,JizBR
RHE] 5J ) 2RRH
RO{ [y )} =RRO

IR
READ NGDE CARDS
READS [N 40+END=SOIL 34 TiT+Ja 12

- 3T T ad s 2hsSEEAT 1o HETs)1.Q 0w dT s
‘ 2“(%;JT‘Z“II,J)'RDII,JD
40 FORMATI213+2F56,0+2F0,4054F6.01
G0 TO 3

c
<
c
S

Moo

€0
T

START OF SIMULATTON

TIME=D
DO 320 15TEP=14NSTEFS
TIME=T1ME+DELFA

PREDICT HEADS FOR MEXT
TIKE INCREMENT

G 70 1rl14NC

DO 7O J=14NR
O=HLf ) =HG(E )
HOLL 3 J¥=HIL D}

Fal.0
1F(DLE T4 0F.EQ.0.0060 TO &0
SFELSTEPGT.ZYE=D/DL(1,J])
1F{F.GT.5}Fe5,0
IFLF4LT,0.0)F=040
PLEIsJ}=D
HOLpd1aH (2 pJ)+D%E

Figure 48. Basic aquifer simulation program listing with

c REFINE ESTEMATES OF HEADS BY IADI METHOO
[
1TER=O
[:L] E=0.0
c 1TER=ETER+L
E COLUNN CALCULATIONS
DO 199 Li=1,HC
=t
TF{MOD( [STEP+TERy21+EQ.1] [2NC~T+1
¢ DO 174 J=1sMR
< CALCULATE B AND G ARRAYS
[
< STREAMBED INFILTRAT1ON CONTROL
4
TECHIT s JEL Y ROAT+JHIGD TO BL
RE£RHITy JIORET 4
RBx1.0
GO TO 82
al REz(RH{T5JI=ROLD4J1I%REL, 5D
RE=.0
8z O0=HOA T e JI3SFLEE +J) FDELTR-Q(T 4 JI4RE
- BBz SFICT, JIAGELTA4RE T 0 P oRE
Akz 0.0
CL=0.0
[F{J=1190,100,90
90 BRe=T{|yJ=121}
BRNES+TIEpd=D+1]
100 [FCJ=NRI11041204110
110 CEw-TilyJslh
BBaBB+TII+d, 11
120 IFL1-11130+140,130
130 BB=BB+Til=1+J:2}
oD pp+HT [=1, JF*Til-1+ S+ 2}
140 [E{1-HC115041460,150
150 BRwPB+T{1+342)
DOmOD+HIT+ 1, 0)8Tilrde 22
150  H=pe-AARE(J-1)
BrJI=CCAH
é?o GrIY={DO-AARG (=11 )70
E RE-ESTIMATE HEADS
Exf+ARSIHIT HAI-GINR))
HIT+HRI=GINR]
MrHR-
180 HASGIMI-B{N)*H{I;H+1)
EsE+ABS{HA-HILH]]
HETeHE=HA
H=p—t
TFEHI190, 190,120
19 COWTIMUE
C
% ROW CALCULATIDNS
PO 300 JJal,NR
J=0
SFIMODCESTERPHITER 125 sEQLL] J=HR—J+I
00 280 Is=Ll.NG
c
[4 STREAMEED TNFILTRATION CONTRENL
<
TFEHIT s JFLTLROAT,JIBGO TO 9L
AERHIY 4 JIFR L pd b
RB2l.0
GO TO 152
198 RE=IRHIL,JI-RBLI,JYI*R[T+ )
RB=0.0
192 DD=HGL 15 JI#SFLIT+ ) /DELTA-Q (T4 )} 4HAE
BB=5F141343/DELTALRIL,I)%RE
C
AAn a0
LLu0.0
EFLS=2) 2004210, 200
200  BB=BE+TiIyJd-151)
OD=DO+HLT ¢ J=1FET(T4d=1241)
210 IF(J-NRI220,230,220
220 ED=DGHREA | o J41)ET{T e d41)
BE=BB+TCl s ds1)
230 IFC1-112404250,240
240 BE=RE+T{i-1+d42)
Aa==Te1=140,2)
250 IFI[=NC)260,270,240
260 BE=BE+TLIsd42)
CLe=T114J52]
270 W=BE-AAYB{I-1)
BOLI=CCAW
Eso GO1I={DO-AA*GEI-L1)/N
[ HE~ESTIMATE HEADS
c
E=E+ABSIHINC, J1-GINC )
HINC +J}=GINC)
N=HC-1
290  HA=G{N}-BIN}sHIN+1+J}
E=E<ABS(HINLJ)=HA }
HEHs J)2HA
N=H-1
FF{H)3002300,290
300  CONTIMUE
1F(EJGT.ERRDA) 40 TO 80
[
c PRINT RESULFS
4
NAITET QUT ( 3103TINE»E5 TTER
A1}  FORMATIGHZTIME=4FE .27/ sE204T+I5]
DELTARDELTA=1.2
‘DO 320 Jml MR
230 MRITECDUT.A30RS (R [, J b T=14NC)
230 FORMATI TS +9%  LOFL10.4/ ¢ 12X10F 10,43}

STOP
END

induced infiltration conditions



GROUNDWATER EVAPOTRANSPIRATION

This section describes the effects of evapotranspiration
and the modifications needed for their inclusion in the basic
aquifer simulation program. These problems and the pro-
gram listing are illustrated in figures 49-53.

In areas where the water table is near the land surface,
water can be discharged from the groundwater reservoir
to the atmosphere by the process of evapotranspiration, a
term combining evaporation from the capillary fringe above
the water table and transpiration from plants whose roots
penetrate to the water table or the capillary fringe (Meinzer,
1923). In some cases the water escaping to the atmosphere
through the process of evapotranspiration may be stopped
by lowering groundwater levels to such a depth that the
process ceases (Robinson, 1964; Skibitzke, 1963).

The conditions and assumptions upon which the computer
program is written are illustrated in figure 49. In this aquifer
cross section the water levels, h;;, are near the land surface.
The land surface elevations are specified by RH;;, and the
elevations of the water table below which evapotranspiration
ceases are defined by RD;;. The rate of evapotranspiration
Qe for each node of the digital model is made a linear func-
tion of the difference between the elevation of the land
surface and the elevation of the water table (see figure 51c)
until the critical depth RD;; is reached and Q. ceases. A
more complex relationship can be used if desired. The vector
volume of each node is defined in figure 3.

It is further assumed that wells fully penetrate the aquifer
and that the drawdown in the flow field is small compared
with the saturated thickness of the aquifer.

The computer program listing for the evapotranspiration
process described above is given in figure 53 in which the
needed modifications to the basic aquifer simulation pro-
gram are boxed. The modifications include expanding the
dimension statement to reserve core storage for the R, RH,
and RD arrays. The format statements for the default value
and node cards are modified to add individual node values of
R, RH, and RD. The EVAPOTRANSPIRATION CONTROL sections
of figure 53 regulate the rate of evapotranspiration leaving
the groundwater reservoir according to the relationships out-
lined in figure 51c.

The evapotranspiration control sections are identical to
the induced infiltration control sections of figure 48. The
evapotranspiration rates are effectively controlled by apply-
ing the principle of superposition between constant net
withdrawal rates and the effects of induced infiltration, as
illustrated in figure 51. Figure 51a shows that the maximum
rate at which evapotranspiration could take place for the
areas represented by each node of the model is entered as a
constant net withdrawal rate in the Q;; array. If any con-
stant pumpage or recharge (negative pumpage) takes place
at the same node where evapotranspiration occurs, that addi-
tional pumpage or recharge is summed vectorially with the
evapotranspiration rate and entered as a total in Qj;. In-

dividual evapotranspiration factors, representing the slope
of the straight lines in figure 51b and c, are specified for
each node and entered in the R;; array according to

R;.; = Qet(many/(RH;,; — RDy ) (59)

The data deck setup procedures can be explained with
an example problem pertaining to the geohydrologic setting
in West Pakistan described by Greenman et al. (1967).

Water level fluctuations in the Punjab region of West
Pakistan can be generally illustrated as shown in figure 50.
Water levels began to rise about 1902 in response to the
introduction of a widespread irrigation system. Leakage
from the irrigation distribution system was recharging the
underlying aquifer at a fairly uniform rate until about 1920.
Speaking in general terms regarding several hydrographs,
Greenman states: "Following this period of linear rise there
is an interval of progressive flattening of the hydrographs, in-
dicating an increasing evapotranspiration loss as the water
table approached land surface." Eventually, the hydro-
graphs stabilized when the effects of evapotranspiration bal-
anced the recharge rate.

Simulation of this phenomenon requires, beyond the usual
computer input data, values for RH;;, RD;jj, R;;, and
Qi;. Figure 50 shows that the land surface elevation RH;;
is about 643 feet. Evapotranspiration effects begin when
water levels are above 30 feet below the land surface or at
an elevation RD;; of 613 feet.

Measurements taken from the hydrograph of figure 50 in-
dicate that the rate of water level rise during the linear
portion averaged about 2.3 feet per year. This rise, in terms
of the daily recharge rate from irrigation leakage, amounts
to 9.45 x 10° gpd/ft? while assuming a storage coefficient
of 0.20. With 1000-foot grid intervals, the recharge rate is
9.45 x 10° gpd for each node.

The slope of the line R;; of figure 51b or ¢ can now be
computed since the evapotranspiration rate equaled the re-
charge rate when water levels were at an elevation of 640
feet and the evapotranspiration rate was zero when water
levels were at an elevation of 613. The slope of that line
is computed as the difference in evapotranspiration rates
divided by the difference in water table elevations; there-
fore 9.45 x 10° divided by (640 - 613) equals 350 gpd/ft.

From equation 59, Qeymax) IS computed to be 1.05 x 10*
gpd. The only remaining data input needed is a value for
Qi,i, which is calculated as Qg maxy Minus the recharge rate
(negative pumpage). Thus Q;; is computed as 1.05 x
10* - 9.45 x 10° which equals 1.05 x 10° gpd.

The data deck setup for the West Pakistan evapotranspi-
ration problem is shown in figure 52. Initial heads were set
equal to a water table elevation of 572 when the irrigation
system was constructed about 1902, and a uniform time step
DELTA of 365 days was used in the simulation. The computer
output and well hydrograph are compared in figure 50.
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Figure 52. Data deck setup for simulating uniform recharge with near surface evapoiranspiration effects in West Pakistan



1LL1M15 STATE WATER SURVEY
BAS1C AQUIFER 'SIMULATION PROGRAM
MITH EVAPOTRANSPLIRATTON CORDLT [ONS

DEFINITION DF VARIABLES

HO{ T+ J)===-=-HEADS &T START QF TIME

. THCREMENT {1: J}

HLUI 3}V =——m===HEADS AT END OF TIME

. INCREMENT {FT)’

SFYTJy——STORAGE FACTOR FOR
ARTESLAN CONDITIONS
(GAL/FT}

all.Jl------caNSTANT HITHDRAWAL
R4TES {GPDI

TiTedr1)=———AQUTFER TRANSHISSTYITY
BETWEEN 1:J AND T,J+1
{GAL/DAY/FTY

TOT 422} = e ADUIFER TRAWSHISSIVITY
BETWEEN f»J AND I+1sJ
LGAL/DRY/FTY

R{lyJ)=——===EVAPOTRAMSIPIRAT ION
FACTOR {GAL/DAYFFT

AALBECCyDO-COEFFICEENTS IH WATER

© BALANCE EQUATIDNS
KR == W0. DF ADWS 1N MODEL
NO. OF COLUMMS EN MODEL
-hD+ GF TTHE THCREMENTS
DELTA==-—==-==T[ME 1MCREMENTS (DAYS)
HH ST +0Cs TT-DEFAULT YALUES
—*-—--HBDEL COLUMH HUMBER

-

EVAPDOTRANSPIRATEON
1L05SE5 CEASE IFT}

[alaKalal lalnXele (o Tal ool s alnlylinla s Neka o ol oTanlaXalaNalaNalal o ReRalaRal el ol

DIHENSTON HIS045( 1 HO{50,50),
1SFI{ 50,500 ,0450,503,T{50,50,2),

ZBISOF+GLB0),RI50+50) 0L (50,50}
S4RHI{ 5D, 5014 ROIS0,50)

<
C TURN OFF UNDERFLOW TRAP
=

CALL ERRSETI[Z208,2564-1s1)
c
c DEFINE INPUT AND OUTPUT DEVICE NUMBERS
[

THTEGER 00T

TH=5

ouT=6
G
C READ PARAMETER CARD AND
C DEFAULT YALUE CARD
C

READ(JH.10 bNSTERS 4DELTALERROR +

l TNCSHR»TT 551 +HH 3 Q0 (R R +RRH 1 RRD
1] FORMATI 164 2Fb20/2164+TF6D)

FILL ARRAYS MITH DEFAULT VALUES

laknkg

a0 20 1=1.NC
DO 20 J=1,NR
TiLedsdb=TT

TEEsde 21=TT

SFLI{T+d)=SL

Hi{l+J1=HH

. HO{1pJ)=HH

REL+JI=RR
RHLE¢J)=RRE
ROD{3,JbeRRD

Z20 0{1,J)=QQ

C

C READ HODE CARDS

<

30 READT TNy &0 END=S0 T4 J+T(Tuds 1)y

1Tid3J22)sSFL(TaddsHil,J1sR01adds
| ZRUE+JIHRHEL ) ¥ 4ROTL,d) _J

40 FORMATIZ2I3,2Fb6e032F4.0,4F6.00
60 TO 3

C

E START OF STHULATION

50 TIME=D
DO 320 [STEF=1,HSTEPS
TIME=TIME+DELFA

C

C PREDTLT HEADS FOR MEXT

-C TIME EPNCREMENT

C

GD 70 I=1.NC
DO TO Jui.NR
DaHI 1o d}=HDE 14413
HOOT e dd=HiT 41
Fal.G
IFLDLIT»)).EQ.0.DIG0 TO 60
TFCISTEP.GT .2 FFuD/DL{14+J)
TF{F.GT.5)Fa5 .0
IF(F.LT.0.,0:F=20.0

&0 OLL T, M=l

0 HU1,3)mH{14J)+D%F

M
C REFENE ESTIMATES OF HEADS BY FADT METHOD
.
ITER=D
-1+ E=C.0
ITER=ITER+]

[ COLUMH CALCULAT jONS
L
DO 190 IT=1.HC
1=TI
1F{MOD{ [STEP+ITER,Z1,EQL] Y TuNC=1+L
c DO 170 Jai KR
[ "CALCYULATE B AND G ARRAYS
[
[ EVAPOTRANSFIRAT LON T ONTROL
c
FECHA] 431 .LT.RD414 31160 TO &1
RE=RH{ 14+ JI%REE4d)
RB=1,0
oo Ta a2
81 RE={RHIT »J1-RO{T v JHI*RIT4d}
RB=0.0
B2 DE=HOL Ly SYSSFITL,J 1/ DELTA=O1 T 4 JI+RE
BBxSEL{T,JI/0ELTASRIT,JISRE
C .
aA=d,0
CC=0u0
TREL=135904100,90
0 Abm=Tiled=1,11
BReBA+TII,d=1+1)
160 IF{J-NR)11041204110
110 EC==T1Llads1}
. BB=BBaT([yJell "
120 1F{E-11130,140,130
=130 BBEBBITi{I-1sJ+2)
DOROD+HET-1 5 J 10T (T~1,J+21
140 TF11=NG) 15041605150
150 BE=BB+T(14J4+2]
S OOeOO+HE [+ 1, 12T I pd a2
T 160 N=BB~BA®B(J-1]
BLH=2CCAW
170 G{JI=S(DO-AREGII-111 /W
c .
[ RE=ESTINATE HEADS
C
E=E+ABS{HIL NRI=GINRYY
HILHRIEGINRD
N=NR-1
180 HARGINI-BENISH(T M1
EmE+ABSIHA~HILsNI}
HOTyHI=HA
H=h-1
IFIH} 1904190, B0
190  CONTTHUE
[
c ROW CALCULATIONS
c.
DO 300 JJ=14NR
J=A)
IFAMODCESTER+ITER 2 1.EQul } JuNR~J+1
c DO 280 Twl4NC
C EVAPDTRARSPIAAT 10K CONTROL
c .
IFCHE T+ 14 LTLROET 450 160 TO 191
REZRHE 1+ J %R tEgd]
RExl,0
&0 Ta 192
191 RE=(RHLT4J1-RDIT4310¢RIT WD
RE=0,0
192 DOSHO(L.dy*5F041 0 I/DELTA=Q T 4 J}4RE
BBSFL T+ J1/DELTA+R 1T, ) ERE
T '
fb=0,0
Cemp. 0
1FLJ-11200+210,200
200 BE=PE+TI{T,J-1,1)
DO=CD+HIT p J=1JRTET y =141}
210 IF(J-HRE220,230,2320
220 OD=DOHHIE,J+11%T 1L, 4410
BB=BE+TE1 ¢ 44110
230 IF(T1-11240,250,240
240 BB=BB+TIT-1,J42]
Ab==T(1-LyJs2)
250 IFtl NG 26042704260
260 B+T114ds2)
c ==TilrJe2}
2710 wW=BB-A4cB(I-1}
BLI1mOC/W
280G GITI={DO-AA®GIE-1)) /W
[
[ RE~EST [MATE HEADS
[
ESE4ARSIHING 4 J1-GIHLY Y
HINC , JImG NG}
N=KC-1
290 HA=GI NI -BLH|*HIN+]1,)]
E<E+ABSIHIN, J1~HA}
U ENEET;ES
Nef~}
TFENI300+300,290 °
30 CONT [MUE
TFIE.GFLERROR} GO TO 83
c
E PRINT RESULTS
WRITE{OUT 310 )TIMELE, ITER
310  FORMAT{SHZTIME™ FE.2///+E20.T4151
DO 320 J=1,HR
320 WRITE(OUT 53010 (H{T o3+ T=14NCH
330 FORMAT{ES+5X s LOELO.4 / (12X10F 10.4))

STOP
END

Figure 53. Basic aquifer simulation program with evapotranspiration conditions
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STORAGE COEFFICIENT CONVERSION

The conversion of the storage coefficient from artesian to
water table conditions can be included in the basic aquifer
simulation program by the modifications described in this
section. Figures 54-57 illustrate these procedures, and figure
58 gives the modified computer program listing.

The basic aquifer simulation program operates when the
groundwater system is under strictly artesian conditions in
which water level heads remain everywhere above the top
of the aquiclude overlying the aquifer. However, because of
possible overpumping, excessive interference between wells
and well fields, or prolonged periods of drought, water level
heads may fall below the top of the aquiclude in parts of the
aquifer and, in these areas, the storage coefficient converts
from artesian to water table.

Figure 54 illustrates a typical cross section where a portion
of an aquifer has converted to water table conditions in the
vicinity of a pumped well. Artesian conditions still exist
beyond the boundary of the aquifer portion being dewatered.
As time progresses, the cone of depression expands, the por-
tion of the aquifer being dewatered becomes larger, and
more of the aquifer converts from artesian to water table
conditions.

If it is assumed that the aquifer thickness dewatered is
small compared with the total thickness of the aquifer then
the modified basic aquifer simulation program listing of
figure 58 will simulate the storage coefficient conversion
process described above.

The first modification made to the basic program is to
define additional storage factors according to the following
formula

SF2;.; = 7.488,.AxAy {60)
where
SF2;j = storage factor for node located at model coordi-
nates i,j, in gal/ft
Swt = aquifer storage coefficient for water table condi-

tions for node located at model coordinates i,j, a
fraction

Next an array, CH;;, is added to define the elevations of
the top of the aquifer as illustrated in figure 54. The DIMEN-
SION statement, the READ statements, and the default value
section are expanded to include the additional SF2;;
and CH;; arrays. Finally the STORAGE COEFFICIENT CONTROL
sections are added to the COLUMN and ROW calculation
sections of the program.

The STORAGE COEFFICIENT CONTROL section (figure 58)
operates as follows. The storage factor is first set equal to
that for the artesian condition. The first IF statement checks
to determine whether the water level at the node is below
the top of the aquifer and, if it is, replaces the artesian
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storage factor with the water table storage factor. The DD
and BB terms are then calculated as usual with the proper
storage factor. The second IF statement checks to determine
whether the storage coefficient conversion has taken place
during that particular time increment. If conversion has
taken place, then the storage factors are proportioned as
illustrated in figure 56. Since the water table storage factor
is already in DD, by virtue of the first IF statement, then
that portion given by hg;; — CH;; must be subtracted out
and replaced by the artesian storage factor.

The data deck setup for an example problem is illustrated
in figure 57. A single well is being pumped in the center
of an aquifer which has an artesian head 2 feet above the
top of the aquifer. The head reference level is assumed to be
at zero, the initial heads are set at zero, and the elevation
of the top of the aquifer is set at —2 feet. Two values of
storage factors are defined, one for the artesian case and the
other for the water table case.

The computer results are shown in figure 55. Since there
is no closed form solution known to the authors for the
drawdown effects for the storage coefficient conversion situa-
tion, the computed data are shown in comparison with two
theoretical Theis curves, one for strictly artesian conditions
and the other for strictly water table conditions. As indicated
in figure 55, the computer data follow the artesian curve
during the early portion of pumping, then begin to deviate
toward the water table curve as dewatering effects begin. As
time progresses, more and more of the aquifer converts to
water table conditions, and the computed drawdowns fall
closer to the water table theoretical curve.
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Figure 54. Basic aquifer simulation program parameters with storage
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Figure 57. Computer input data for example storage coefficient conversion problem
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ILLTNDIS STATE WATER SURVEY
BAS1C AQUIFER SIMULATION PROGRAM
WITH STORAGE COEFFICIENT CONYERSION

OEFINITION OF VARTABLES

HOC 14} ==r=aHEADS AT START OF TIME
INCREMENT 11,00

HIT4J)mere=—HEADS AT END OF TIME
SMCREMENT (FT )

SFirl+3)—---5FORAGE FACTOR FOR
ARTESTAN COMNDITIONS

LGALZFTY
SF2I [+ J1-———5STORAGE FACTOR FGR WATER
TFABLE CONDTT QNS IG&L FET)
QT ey === CONSTENT wWITHDRAHAL
RATES IGPD)
TATpdy P me—=AQUIFER TRANSMISSIVITY
BETHEEN [,J AND IiJ+1
{GAL/DAYFFT]
TLLsds2)====8QUTFER TRAMSMISSLVITY
BETHEEN 140 AMD T+14J
(GAL/DAY/FT}
A0+BB,LC+DO-COEFFICIENTS [N WATER
BALANCE EQUATIGNS
MR-———-—————N0, OF ROMWS 1N MDOEL
—=NO. OF COLUMNS 1N HODEL
==NO. OF TIME 1NCREMENTS
DELTA- =TIME THCREMENWTS IDAYS)
‘HH+51:+ 00+ TT-DEFAULT YALYUES
jm-m#—mm==--MODEL COLUMN HUMBER

=MOBEL_ROW MUMEER
CHE L4 ) ===== ELEvATION OF TOP OF
AQUIFER {FT}

DIMENSLON HIS0,50 1.HO(S0,50)y
ESFL{50,501:0(50,50),T150,50,2)
2B¢50) ,6 (503,01 50,501

[ 63 SF2050,50) 4CHI50,50) ]

[xTaXalal nlnllzta X r R e a Rl Nl xR s Ra Nalalal clal al o Nal N o N oRal Kol Yol sla Nl

[
C TURN OFF UNDERFLOW TRAP
C
CALL ERRSETI20B,256,~1+1)
C
C
C OEFINE INPUT ANG QUTPUT DEVICE NUMBERS
C
INTEGER MRUIT
Tha%
oT=é
C
c READ PARSMETER CARD ANMD
C DEFAULT YALUE CARD
C

READY [N, 10 PHSTEPSDELTA,ERROR
l INCTHR +TT ¢ 51 +HH pQQ 3 S2 rLLH |
& FORMATY{1642F6.0/2[6+4F6.0, 164 2F6.0)

FILL, ARRAYS MWITH DEFAULT YALUES

[xKalell]

DO 24 I[=1+HC
D0 20 J=1.HR
Tiisdsi3eTT
TOLada2)=TT
HIT4J)=HH
HO(14J}=HH
SF10isJiwsl

< COLUMH CALCULATIONS
C
00 190 1i=l+hl
1=11
IF{HOD [ 1STEP+ITERsZ1.EQ.L} 1=NC-T#1

DO iTh J=1+NR
C

oL CALCULATE 8 AND G ARRAYS
C FORAGE COEFFICEENT CONTROL

.
S=5FH T+
IFLHIE 4 oL T CHE [ 2 35=5F210 + 3}
DO=HDI T 5 J t#SAOELTA-CI] 500
IFACHOI ] s JI=CHIT+ 21 )™ 4HA 1,00 =
1CHIT 5 ) 3ol T o 0u0ID0=DOHEHO LI J)
2-CHIT ) IEISFLLLy J=SF2HT,I) )
IFDELTA

BEwS/DELTA

AR=0.0
CC=0.0
1F¢J=11904 100,90

oc AAR=T{]4J=1+1)
BBwBA+T(1+J-1+1)

100 IFEJ-NRILIO.120,110

110 CCa=Tt14d41)
BE=BE+TI[Jds1]

120 IF{1-1)1130,140,130

13D BB=BB+TIT-1+042)
OD=DDAHIT=1 e 3 12T (=1 3042}

140 [F{E=NC1150,1604+15C

150 BB=BB4T{I,Ja2)
CD=DOHHUL+1 p JIRTIT Ja 2}

160 M=BA-AA#BLJ-LY
BLH=CC/Y

170 GCII=tDO-AARG{J~1 b }/W

C

C RE~ESTIMATE.HEADS

E=E+ABSIHIF4NRI=GINR ]}
HOE R I =GINR )
HeR=]

160 HARGIHF=BE{NJ*H{E+N+1]
E=E+ARS[HA-HI1+H )}

HT o H)=HA
N=H-1
1FENI1$0,190,180
190 CONTINUE
C
c ROM CALCULATIONS
c

00 300 jJ=1.NR
J=Jd

IFIMOO( [STEPHITER+21 +EQ.1] J=MR—-J+E
00 280 [=21+NC

I SF2(14J)x52
CHIL,J)=CCH

20 QLT }i=0d

C

C READ NODE CARDS
-

3

PEADI TN 40 EMD=50 10 JsT(Tsds 1]y
1TI+Js2heSELIDdlsHILod )y Q0Ts 0}y
25F211 501 4CHEL D

40 FORMAT [ 2L3+2F640+2F44 04 2F b0 18X 2F6.00

G0 7O 30
L
C START OF S1MULATION
C
50 TIME=0O
DO 320 ISTEP=1.+NSTEPS
TIME=TIME+DELTA

PREDICT HEADS FOR NEXT
TIME THCGREMENT

[aXataly]

00 70 ]=14KC
GO 70 J=1NR
B=H{I,J}-HD{I,J}
HO( T JbmHI 4]
Fzl.0
JF{OL{E+dY.EQ.0.0G0 TO 60
TETISTEPSGT»2IF=0/DLIT+J}
JFEF.GT.5FF=5.0
[FEF.LT.0.0F=0.0

&0 oLd e $2=D

0 HUL+JI=H{T.J | 4D*F

C
C REFIME ESTIMATES OF HEADS BY 1ADI METHOOD
[ 1
[TER=Q
8 EmD) 0
ITER=[TER+]

C
[3 STORAGE COEFFICEENT CONTROL
4
S=5FH 10D
TELHI1 40 ) LTJCHIT D) )S=SF2{E 4 J)
BBuS/DELTA
OD=HOL T+ 2 P%5/DELTA-GL] 44 .
IFCEHO B d)=CHA L4 J b IR{HIL 4 J)=
1CH{ T+ d3) LV.0.0)DD=DD*LHOCE » 3]
2=CHOE, JII*iSFRL)+ 0 y=SF20E 4]}
J/DELTA
[
Ad=G,0
LC=0.0
TF{J~1) 2001210 200

200 BB=BE+T(Llad=1s1)
DOwDD+HIT 4 J=1 )*T (15 )-14i}

210 IFLJ=NRIZ20,230,220

220 CO=DDAHE T+ JELIETLE ) #1)
BB=BB+TIT+J41)

230 1R E=112404250:240

240 BE=BE+TLI=-1,Js21
Anm=T{I=1sJs2]

250 IFCT=HC1260,270,260

260 BEwBE+TIN 3,2 }

Co==Trlsde2)

270 wW=BB-AaFBL{1-113
BLiYalCAN

280 GUI=(0D-AARG =11}/ W

C

C RE~ESTIMATE HEADS

<
EwE+ARSIHINC ¢+ JI~GINC})
HAKC, J3mG NG )
N=N(=1

290 HA=GINI-BIN I *H{N+1,J}
EmE+ABSTH(Ny S )=HA L
HIN,.J) =HA
H=N-1
1F{RIA00,300,290

00 CONTTNUE
1F{EGT.ERROR} GO TO 80

C PRINT RESULTS

WRITECOUT+310)FIHEELITER
alo FORMAT | GHZTIME= s F & o2 £ /716204745
CELTASDELTA®].2
o8 328 J=l.MA
320 WRITE{OUT 330104 (H{ T+ J )4 Iml, NC)
330 FORMAT(15, 5%+ 1OF10.47 (12X10F 1 0.5 1)

STOP
END

Figure 58. Basic aquifer simulation program listing with storage coefficient conversion




WATER TABLE CONDITIONS

Modifications of the basic aquifer simulation program
to include water table conditions are described below and
are illustrated in figures 59-62. The modified computer
program listing is given in figure 63.

Water table conditions are illustrated in figure 59 which
shows a well pumping from an aquifer that is unconfined
on the top with the water being released from storage by
gravity drainage of the interstices in the portion of the
aquifer being dewatered. Gravity drainage of the inter-
stices decreases the saturated thickness of the aquifer and
therefore the aquifer transmissivity.

In designing the computer model the aquifer is dis-
cretized in the usual manner, and values of hydraulic con-
ductivity PERM;; are assigned to the individual vector
volumes representing the different portions of the aquifer.
In addition, values of aquifer bottom elevations BOT;;
are assigned to the individual node points of the model.

Figure 61 shows a typical aquifer vector volume of the
model in which the flow of water is passing through a vector
volume that is wedge shaped. The equivalent aquifer trans-
missivity of the wedge shaped vector volume, between the
node points i,j and i + 1,j, can be approximated by the fol-
lowing formula (Butler, 1957)

Tije = PERM;;2 V(hi; — BOT:,)(hipr; — BOTesy)  (61)

where

Tij. = aquifer transmissivity of the vector volume
between i,j and i + 1
PERM;;. = hydraulic conductivity of aquifer within the

vector volume between i,j and i + 1}

Similarly, the equivalent aquifer transmissivity of the vector
volume between node points i,j and i,j + 1 is given by

Tisa = PERMi;s V(hi; — BOT:) (hiss — BOTi 0} (62)

Transmissivities calculated with equations 61 and 62
represent geometric means, which are more accurate than
values computed as an average between nodes, especially
when dealing with steep gradients near pumping centers.

The computer program listing for water table conditions is
given in figure 63. As shown by the boxed modifications, two
additional arrays are dimensioned, and the READ statements
and default value section are modified to accommodate
values of hydraulic conductivities and aquifer bottom ele-
vations. Two TRANSMISSIVITY GONTROL sections are included
to compute values of transmissivity from equations 61 and
62, after any changes in head have occurred.

The remaining modifications show what to do when
the aquifer dries up. Some reasons for an aquifer to dry
up would be a well being overpumped, water levels dropping
below a rise in the aquifer bottom, or water levels dropping
along the edges of an aquifer. The computer program checks
to see if heads have fallen below the bottom of the aquifer.
If so, those heads are set equal to the bottom elevation

plus 0.01 foot. Thus the aquifer transmissivity always has
some positive value, and this allows refilling of the aquifer
if the opportunity ever occurs.

The listing of figure 63 includes modifications to handle
drying up or filling the aquifer at any node of the com-
puter model, except those nodes where pumpage is taking
place. The pumping nodes are excepted, because of the
many alternatives available if a well runs dry (e.g., turn
the pump off, reduce the pumpage to match the aquifer
capabilities, shift pumpage to other wells, or use some
combination of these). Additional programming to deal
with the pumped well node conditions should be added to
the listing of figure 63 by the reader for his particular situa-
tion. If the job is set up properly, the program will sense
when a pumping well runs dry and will cease to print out
results; that is, the computed heads will not converge. (It
may be possible to save execution time by putting a limit
on the program iterations, say 20, to terminate processing.)

The job setup for water table conditions is similar to that
for the basic aquifer simulation program. The hydraulic
conductivities, aquifer bottom elevations, water table storage
factors (see equation 60), heads, and net withdrawal rates
of the aquifer are discretized and assigned to the individual
vector volumes of the computer model. Appropriate aquifer
properties are entered on the default value card and any
differing values on the node cards.

Figure 60 illustrates a theoretical versus computer-simu-
lated distance-drawdown graph for a single well pumping
in a homogeneous isotropic aquifer under water table con-
ditions. The input data are given in figure 62. Two sets of
data are shown in figure 60. The first was taken directly
from the computer output and represents the drawdown
curves for water table conditions. The second set was de-
rived by adjusting the computer data for the effects of
aquifer thinning according to Jacob's (1944) correction
factor s?/2m in which s is the observed drawdown and m
is the initial aquifer thickness. The corrected drawdowns
can then be compared with the theoretical Theis distance-
drawdown curve.

auires | PERS
PROPERTIES " 5.,

HEAD REFERENCE LEVEL + Y

Figure 59. Basic aquifer simulation program parameters
with water table conditions
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Figure 60. Comparison of computed and theoretical distance-drawdown Figure 61. Typical vector volume of aquifer model for water table conditions

curves for water table conditions
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Figure 62. Sample input data for water table conditions
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TLLINNIS STATE WATER SURVEY
BASIC AQUIFER SIMULATION PROGRAM
MITH WATER+TABLE CDMDITIDHS

DEFTMITION DF VARTABLES

HOI14d)=——===HEADS AT START DF TIME
INCREMENT 11,41
HI Ty 4b======HEADS AT EMD OF TIME

THCREMENT {FT)
Sleth-“‘STORhGE Af.'lD'R FUR WATEA-
N5_IGAL FFT}

O(I,JI----CDNST&NT w[1uunmuAL
RATES (GPBI

TO1eds 13-—-—AQUIFER TRANSHiSSIVITY

' BETHEEHN [+J &HD 14J+L
(GAL/DAY/FT)

Tl ypdolb==—=aQUIFER TRANSMISSIVITY
BETHMEEN Jrd ARD 1+14)
TGALS DAY FFT Y

AA,BB+CL+OD-COEFFICIENTS IN WATER
BALANCE EODUATIONS

HR=====-====Ni. DF ROWS [N MODEL

OF COLUMKS |H MGDFL

OF TIHE fHCREMENWTS

PERHII:J;I)-AQU[‘ER PERMEASILITY
BETWEEN L1 J AND L[4 J#)
{GALSDAY 50 FT)

PERMI[+J42)-AQUIFER PERNEABILITY
BETWEEN 11 J AND 141y J
{GALFDAY/S0 FT)

BOT(14J¥—~~ELE¥ATION OF BOTTOM OF
AQUIFER IFT)

oMot aAnaTARne AR Oc AR R AnOa 0 CEEOahOOEDoOn

DIHENSTON HS0, 50 1eHOIS0.501 ¢

I5FZ050+50440050450) TS0 504200
2BIS0) SIS0 DL IS0,50)

[ 3.FErm £3,20, 23, BOTT 505 507

[
L
C
[
C
C

TURM OFF UNOERFLGW TRAP
CALL ERRSET (2004256 4=141}

OEFINE INPUT AMD TUTPUT DEVICE MUMBERS
INTEGER QUT

IHeS

0Utas

READ PARAMETER CARD AND
DEFAULT VALUE LARD

REAOLIN:10 INSTERS,OEL TAERRDA

INC 2 HR W TT 3 HH 00+ 52 4 PP ,BOTT

FORHATE 16:2F6aB7 2165 LF64 046X 2F6.0

1: 18X, LF6 06X ¢ 2Fb .0

FILL ARRAYS WITH DEFALLT VALUES

DO 20 I=14NL
D0 20 J=l4HR

B

1Tidsd ZI,HH'J),OII‘JIr
ERM

SFE{1+J)052
FERMIT+Jy L}=PP
PERM| [+J+2)=PP

BOT{]. 1=BOTT

TUfadyli=TT
TOl e 285TF
H{l+J¥uHH
HODU |+ I=HH
Qi1d)=0Q

REA@ HODE CARDS
READIS 40 END=50 1T o)+ TITodal b s

iledk

[
FORMATIZIA,2F6. Or&lolFé OnIFé- +VBX, LFE. 06X IF6.0)

mweee
@

CIAos

&0

Ao
=

ag

G T0 30
START OF S1MULATLOH_

TIME=D
00 320 ISTEPw1,MN3FEPS
FIME=TSHE+DELTA

PREDILY HEADS FOA NEXT
TIHE INCREMENT

0 10 Tal.MC
DD 70 J=1:NR.

DaH{1440-HO (T, d)

HOUE, JY=H(]4J}

Fal.0 .
JE(OLIT+37.60.0.0 K60 TO* 60
IFTISTER,GT.23F=D/DLET 5.0

TFIF.GT.5)Fu5.0

1F{F.LT.0.01F=0.0

L5, 31=0

LISFRIELIFFNIE, L

SFERIZ0d ) LB BOTH Lo FIHAT, 41 mBOTLE, J340.0)

REFINE ESTIMATES OF HEADS BY 1ADYI METHOD
1TER=D

£a0.0

ITER+1TER+]1

TRANSMISSIVITY CONTROL

no

DD 82 i=14NH0
DD 82 J=l4HR

ABOTIL+ JII*{H I+ 1 4 d3=BOTEL+14d) 12

1BDTE1 . JYI*IHIT,U+11-80T(2 04100

TFC LeLToNCITOD wds 2 I=PERMIT 4+ J4 2IRSQRTOMHEL o S )=

B3 TFCJLLTNRITILp d e 1 0=PERMAT +J ¢ L FRSQRTIIHIT D)=

COLUMN CALCULATIONS
DO 190 Eisl.NEC .

o 0

=11
JF{NOD [ ISTEP+ITER12).EQeLl]) I=NC—is]
00 LT0 J=k4MR

C
C CALCULATE B AND & ARRAYS
C

BBwSFZITd1/DELTRA
DOsHDI T, JIR5F2id, ) FOELTd=Q 1T, )}
AARD.O

CLug,0
1F1J=1190+100+%0
an Adn=TI[4d=1+1)
BR=8B4TI],0=-2,L)
100 IFIJ=NR)110, 31204110
116 CC==Tif Ja1)
BEEBBHTI14d11)
120 IF{i-11130,140,130
130 BBwRRrT(1-1,J+2}
DO=DD+HLI =14 J 18T {12 ¢ Je 2}
140 IFI1-HL11504 1604150
150 BE=BRTIT 0,20
DO=00+HEI+E+ JIPTA 144422
L&0 HWuEB-88%B (-1}
Bl JhallsiW
170 G{J)={0B-RARGIJ-LE)/W

RE-ESTIMATE HEADS

L=Redal

E=E+ARSCH{T4HRI=GINR I}
H{I,NR}I=GINR)
HeHR-1

1a0 HARGE{N)=B{N ) *H1 1M+ 1)
E=E+RABSIHA-H{ I, N1
HI[+H}=HA
Heh-1
FFiHAT L0160 TO 180

190 _N=14HR

JFHHL AN, 6'-0 DT41,N}IGO TO 190
E=E+BOT (1,41 40.01—HE§ M1
HiT, NI =BOT{T,MI+5.01

90 CONT M

1

4

C TRANSMISSTVIFY CONTROL
C .

DO 193 Jel.HR
DD 193 T=1,HC

IF(l.t.T—NC)'I'Il--.IlelPERHIloJ:ZI*SORTlIHl]-J)v

TBOTH [4-2 ) JREHIT+14+J}=BOT (L4140 ))

143 FFLJaLT o NRITA T o J o D IwPERMAL ¢ o LI#SQRTI(HIT 00~

IBOTI Fe I {H{ | o 42 3=BOTCN 4 4120}

[
| C ROW CALLULATiONS
c

DO 300 JJ=i,hR
Ju.y,

IFEMOD{ ISTEP+ITER2)1.EQa) ) JuNR-J¢1
280 .

B Fedled ) 7OELTA
DD=H (Il JIRSFE] 4 JI/OELTA=RT 4 ))

CCmD,0
TELJ=1) 200,250,200

200 BB=BBATLY d=1,11
OD=DD+HI Ly d=10%T([4J=151)

210 AFLA-MRIZ20,230,220

220 DDEDD+HIL J+EFoT{T 40410
BB=BB+T[T,J,L}

230 TF{[-1)240,250, 243

240 BBrBR+T(I-14J+2)
Aln=T(1=15J42)

250 IFCE=NC)I2604270,260

26 BBRBB+TU1 43,20
COmeTEIpd,2)

270 WepB-sAcRCl-1)
BIE}all/M

280 GATY=(B0-AATG(T-11) /W

c

[ RE-ESTIMATE HEADS

EcE+ABSIMING yJ I -GINCY Y
HAHC , JI=G{NCY
H=N(~1

290  HAsGINE-BINYEHIN+]4 )]
EmE+ABSAHIN, JI-HA)
HIM, JhmHA
Hut-3
IFIHGT. 016D TO 290
00 300 Hel.NC

+J1GT.BUT (N, J 110 TG 300
E=E+BOTV (HaJ 140 01=HIH4J)
HON, J)2BOT (Ny J I +0.01

]

300 ONT IHUE

<

C PRINT RESULTS

¢ IF{E.GT.ERROR) GO 7O BO

MRITE{DUT 310 I TIME+E,1TER
3i0 FORMAT(AH2T TMEm pF 62/ 7 F 2 E20.T4I5]
DEL ThmDELTARL, 2
D0 320 J=1+NR
3z MEITE{OUT 4320 1Je (HIT pJ ¥ Tal  NC)
230 FORMATC15+5% 3 10FL0.4/{12X10F10.4 1}

STOP
END

Figure 63. Basic aquifer simulation program listing with water table conditions
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THREE-DIMENSIONAL PROBLEM

The type of three-dimensional problem for which a com-
puter program is given is illustrated in figures 64-66. The
modified computer program listing is given in figure 67.

Figure 64 shows an aquifer system made up of four
'stacks,’ each composed of an aquifer and an associated
overlying confining bed. The stacks are numbered in order
from top to bottom. Above the uppermost stack is a source
bed which is assumed to have a constant head. It is also
assumed that the leakage through a confining bed is vertical
and proportional to the difference between heads in the ad-
jacent aquifers, and that storage in the confining beds is
negligible.

The program listing of figure 67 will simulate the effects
of pumping from the multiple aquifer system described
above up to a maximum of four stacks. The program listing
of figure 67 is a modification of the basic aquifer simulation
program with leaky artesian conditions as was given in
figure 41. The main modifications include increasing the
size of the arrays by one more dimension to include the ad-
ditional vertical flow components. Further, the method of
allocating leakage rates to an aquifer is expanded to include
simultaneous leakage from above and below. Thus comput-
ing the G and B arrays involves including an additional BB
and DD statement (boxed in figure 67) to take into account
leakage from below. (Leakage from above was already in-
cluded in the program for ordinary leaky artesian condi-
tions.)

The job setup for the three-dimensional problem can be
illustrated by an example. Hantush (1967) made a theo-
retical study of the effects of pumping from one aquifer of a
multiple layered system composed of two infinite homo-
geneous and isotropic aquifers separated by a single leaky
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confining bed. The two aquifers are otherwise assumed to
be bounded by aquicludes above the uppermost aquifer and
below the bottom aquifer.

For this example it is assumed that both aquifers have
identical transmissivities of 10,000 gpd/ft and storage coef-
ficients of 0.000401.

The separating confining bed has a vertical hydraulic
conductivity of 0.04 gpd/ft? and a thickness of 10 feet. It
is also assumed that pumpage will take place at a constant
rate of 100,000 gpd from the upper aquifer (stack 1) only.

If a square grid interval of 500 feet is assumed, the storage
factors for both aquifers can be computed from equation
44 as

SF1;; = 7.48 8 AxAy
S8F1;; = 748 (4.01 X 1079)(5 X 105 (5 X 109
SF1:; = 750 gal/ft

Since the upper aquifer (stack 1) has an aquiclude in-
stead of a leaky confining bed above it, the recharge factors
for the upper stack are set equal to zero. The recharge fac-
tors for the separating confining bed above the bottom
aquifer (stack 2) is computed from equation 52 as

R;_,‘ = (P’/m’) ﬂXﬁY
Ri; = (4 X 102/10) (5 X 109(5 X 10%)
Ri;= 1000 gpd/ft

The computer input data deck for the above problem is
shown in figure 66. There is one default value card for each
stack. Selected computer output data are shown in figure
65 in comparison with the theoretical curves derived by
Hantush (1967). The agreement between the computer
simulation and that from theory is good.
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Figure 66. Input data deck for three-dimensional problem
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c ILLINOTS STATE WATER SURVEY C STACK AND COLLMN CALCULATIONS
c AQUIFER SIMULATION PROGRAM FOR ¢
4 THREE DIMENSTONAL PROBLEM 0O 150 K=l
c 00 160 [=1sNC
[ DEFENITION OF VARIABLES . D0 140 J=1+NR
c HO{Ledsk t==—=HEADS AT START OF TINE .t
' INCREMENT c CALCULATE B AND G ARRAYS
[ HOTgd oKD= HEADS AT END OF TIME [
< [RCREMENT (FT) HR=B e pK=1)
[ SFLCTsdsK}—=STDRAGE FACTORS FOR IFIK.EQal IHAS0.0
< ARTES IAN CONDITIONS {GALY 59 DOwHO{ 3 J K IRSFLIT s F/OELTA-Q LT ¢ J 4K 24
3 Qtled 1K) ~CONSTANT WITHDRANAL IRED s SR IHR
5 RATES (GPD) BB=SFIL 1, JsRI/DELTALREE oK}
4 Ti1sds1eK)—=AQUIFER TRANSMISSIVLTY AA=0.0
€ BETMEEN T+d AND Tsd+i CC=0.0
[ [GAL/DAYSFT 1F{K=-NL.EQ.0.0)G0 TO 55
[ TUIsde2 sk bmm——AQUTFER TRANSMISSIVITY T OE=RGTRIEJeRe]]
[ PETMEEM 1sJ) AND I+l,d |_ DO=DOMRAT g d s KT IWHE Tod oKW1} J
[ [GAL/DAY/FT) 55 IF1 J=11 60,470,860
c RUY oKD ~REGHARGE FACTOR &0 ARS-TCTpd=1924K}
[3 FOR CONFINING BED ABOVE 8B=BB+TILsJ-1414K)
[ LAYER K (GPDIFT) 70 IF{ J-NR)B0 90,60
c A2 +BB+CC,DD-COEFFIC IENTS TN WATER 80 CCu-TilypdelsK?
14 BALAMCE EQUATIONS Ba=BBYT{11Js24K)
C NC-m=-=—=—=N0. OF COLUMNS IN MODEL 90 JF41-11100+110,100
c NR- —N0, OF ROWS IN MODEL 100  BB=B&+T{l=LrJr24K)
[4 Hi=—=mecaaerNi. OF STACKS 1N MODEL OD=ODAHI =11 JsKI*T [E=lsds21K}
[4 NSTEPS~mm——HO, DF TIME INCREWENTS 110 EFi1=NC1120,1304120
4 DELTa————==TIME INCREMENTS {DAYS) 120 BB=BB4TL1 ¢ J424K)
3 HH4 5100 TT-DEFAULT VALUES BO=OD+HI+13 0y K IATE L4 d ¢ 24K]
c Immm e MODEL COLUMN NUMBER 130  W=BB—AA®B(J-14K}
c Jem—n—memm—ROOEL RON NUMBER Bl KIEC/W
c Ko ~~—NODEL STACK NUMBER éso GlIeK =i DO-AARGE J=1 K I/M
[
[ E RE-ESTIMATE HEADS
c
DIMEMS 10N HES0,50:4 1 sHO{50: 50,141 EnE+ABSIHI1NR K I=GiNR 1K ])
TSFLIB0. 5044 H 005050 440 e TI50,50,294 )y HIL4NR 3K I=GINRLK)
2805044} 4G50 sk IoRIS0e50, % 14001505004 )y NeMR-1
ATEL4) 45114 ) fHH A 10014 )RR E4) 150  HA=GINKI=BINKIFHE L4N+14K)
c EcE+ABSIHA=HLT tMsK 1)
c TURN OFF UNDERFLOW “TRAP HUT MoK ImHA
3 NNl
CALL ERRSET12084256+-341) IFtNIL60,160,150
[4 160  CONTIMUE
[4 DEFINE INFUT AND QUTPUT DEVICE NUMBERS [
[ c STACK AND ROW CALCULATIONS
INTEGER OUT <
DO 270 Kxl4M,
uT=$ 00 2T0 JalsNR
[ DO 250 JolyNC
[ READ PARAMETER AND DEFAULT HR=H{L s JeK=1)
[ VALUE CARDS JFIK.EQ- L IHRaD.b
c 189  DO=HO{ 1+ sk F*5ELL] ¢ JoKP/DELTA-QLE s Jo K2+
REABE TN 10 NG sNRsNL +NSTEPS »DELTA, IR(T +d BRI #HR
LERROR UK s TTIK}+S1EKY dHHIK ) 2 QQIK Y 4RR IR J o KK=1,NLY Ad=0,0
10 FORMAT (413 42F3.0/+ LIbs5F6.00} C=0.0
¢ BBRSFLLT v ek D/DELTA4RET S JKD
c FILL ARRAYS WITH DEFAULT VALUES FiK- 0.0.0160 YD 168
c BB=BEFR1T+J 1R+ T
bo 20 K=1,MNL -+ LI EHIE ) KD D _!
DO 20 1=14NC 165 IFLJ=1117041680y
00 20 Je].NR 17 @BaBE+T{IsJ-1:1.,K}
TULad el eKIRTTIKY PD=00+HIT + J=1s KT L L9 =1+ 14K
TiledpZ4K =T TiND is0 1FI J=NR) 190,200,190
SELLT pdsX 1mS1EK) 190 DD=DDAHIT 3 J+ 1K IAT(Tods14K)
HEUrds K InHHEED BE=BBTIIvd 419K}
HOC Lo J3 K bHHIK ) 2006 IF11-1)210,220,210
RATsdeRImRAAKY 210 BB=BRsT{I~1+Js2¢K)
20 L d oK) wQQIX) Ada=T{I=1sd+ 24K}
[ 220 IFCL-NCH230,260,230
[ READ NODE CARDS 230  BR=BB+TI1442 24K}
4 LCm=Til e ds2sK)
3 READI TN+ 40 END=SG T e JoK e THEs Sy LsKT e 240 WeDB-ARME(1-14K)
AT(T o 392K 5 SELET L2 KD oHE] s BATNI=CCIN
200 Trd oK) SR AL 00K 250  GL1,K) = (DD—AAG{1=L K1} /MW
0 FORMAT (3134 8F 6401 3
WOE T e d el dmHET s dsK b [3 RE=ESTIMATE HEADS
G0 TO 30 c
[4 . EcE+ABS IHING 5J 2K -G (NC oK 1 )
c START OF SIMULATION HING y J oK IZGINC +K)
[ NwMC=1
50 TIME=D.0 260  HA=GLNsKI=BINKIPHINAY 2 30K}
0D 280 ISTEP=1,NSTEPS E=E+ABS IHINy JoK ) =HA)
TIME=T IME+DELTA HiNsJ s K ) wHA
[ H=MN-1
c PREDICT HEADS FOR NEXT 1F{NI2T0+270,260
[ TIME INCRENENT 270 CONTINUE
c IF{E.6T.ERROR}G0 TO 52
DO 51 K=1,ML t
00 51 Io14HC [ PRINT RESULTS
DO 51 JuiyNR K+
Dt [y J 4% =HOI T+ J oK) HRITEIDUT 300V TIME(E+1TER
HOU Lo ds K IaHI{T ¢ J9K ) 300 FORMATLOHLT INEm F6. 27/ F+E20.7 4150
Fel.0 DELTAsDELYA*L.2
TFIDLIT ¢ J¢KDaEQ.D Q) GO TO 500 DO 310 KmlsNL
IFLISTEP.GT .2 IFaD/OLLT + 30K} WRITE(QUT,3051K
IF{F.GT.5)FuS.0 305  FORMATA*OSTACK*124/)
1FLFALT 4040} Fulls® DO 310 J=l4NR
500  DLIT+JKI=D . 310 WRITE(OUT 320)ds {1 [eJ s KT+ 151NC)
51 H{EyJ o KISHTL 304 KI4D*F 320 FORMATE 1S ¢5A4 LOFLO4/E12X, LOF10.4 1)
3 280  CONT INVE
[ REFIME ESTIMATES OF HEADS Syop
E 8Y TADI NETHOD END
1TER»D
52 E=i).0
1TER=ITERSL

Figure 67. Aquifer simulation program listing for three-dimensional problem



COMPOSITE AQUIFER SIMULATION PROGRAM

Most often an analysis of cause and effect relationships
in a groundwater reservoir involves simulating several
aquifer conditions simultaneously. Such an aquifer situation
is depicted in figure 68 and an example problem is illustrated
in figures 69-71. The modified basic aquifer simulation pro-
gram listing is given in figure 72.

The program listing of figure 72 is made up of selected
individual basic aquifer simulation program options, pre-
viously described, so that it can simultaneously simulate the
combination of aquifer conditions illustrated in figure 68.
The only modification not previously described is the
change in the method of calculating aquifer transmissivity
values. When water levels are below the top of the aquifer,
aquifer transmissivity values are computed as a function
of the difference between the water level and the bottom of
the aquifer. Where the water levels rise above the top of
the aquifer, transmissivity values are computed as a function
of the total thickness of the aquifer. This is accomplished in
the computer program by comparing elevations of the top
of the aquifer with those of the water level heads and se-
lecting the smaller of the two to be used in transmissivity
computations.

The job setup is made up of a combination of the setups
previously described for the individual aquifer system condi-
tions. A hypothetical aquifer situation shown in figure 70
illustrates the use of the composite program.

As indicated in figure 70b, a single well is pumping in the
center of a finite aquifer near a river. Initial heads in both
the aquifer and river are set equal to zero, the head refer-
ence level. It is assumed that the well is to be pumped
at a constant rate of 1 mgd for 30 days and then increased
to a rate of 2 mgd for an additional 30 days. The river is
100 feet wide and has streambed properties as indicated in
figure 70a. The aquifer is being uniformly recharged at a
constant rate of 0.005 gpd/ft®> (140,000 gpd/mi?), and
evapotranspiration takes place at a rate equal to the re-
charge rate when water levels are at the land surface. Evapo-
transpiration effects are assumed to cease when water levels
fall 1 foot below the land surface or at an elevation of —1
foot. Overlying the aquifer is a confining layer with hydrau-

lic properties as given in figure 70a. Other aquifer proper-
ties also are listed in figure 70.

A square (Ax = Ay) finite difference grid interval of
1000 feet is assumed, and the computer model then is 9 col-
umns by 31 rows in size. Data from figure 70 indicate that
the coordinates of the pumped well are i =5, j = 16, and
that the elevations of the top and bottom of the aquifer are
—3 and — 30 feet, respectively.

To change the pumping rate at 30 days requires first as-
suming that the 30 days can be simulated in five time in-
crements and then computing an initial time increment
DELTA from equation 46 and table 1 as

DELTA = TIME/$ = 30/7.44
DELTA = 4.032 days

The recharge factors for the streambed of the river are,
by equation 57

Ry, = (P/m’) A, = (0.75/1) 1000 X 100
R.; = 75,000 gpd/ft

where A; is the area of the streambed simulated at each
node discretized into 100-foot widths by 1000-foot lengths
along row 17 of the model. The elevations of the river sur-
face and the bottom of the streambed are 0 and —3 feet,
respectively (figure 70a).

The recharge factors for the evapotranspiration condi-
tions are, by equation 59

R:‘,f = Qgt{ma:)/(RHi.i - RD:‘,;‘)
=5 X 10~ X 1000 X 1000/[0 — (—1)]
R.; = 5000 gpd/ft

where Qey(max) 1S computed on a per node basis. Since the
recharge rate initially equals the rate of evapotranspiration,
by the principle of superposition previously explained the
Q array is set equal to zero.

The data deck setup for the above hypothetical test model
is given in figure 71. A sample time-drawdown curve for an
observation point located at grid coordinatesi = 5, j = 18 is
given in figure 69.
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Figure

70. Example problem for combined aquifer simulation program
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Figure 71. Sample data deck setup for composite aquifer simulation program
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TILLTNDIS STATE WATER SURVEY

BASIC AQUIFER SIMULATION PROGRAM WITH
LEAKY ARTESTANy INDUCED INFILTRATION,
EYAPDTRANSPIRATION, ARTESIAKN TD WATER-
TABLE STORAGE COEFFICIENT CONVERSION,
WATER TABLE CONDITIONSy AND VARIARLE NET
WITHDRAWAL RATES

DEFINITION OF VARIABLES

HOH Ty J} =====HEADS AT START OF TIME
ENCREMENT {I,J)
Hi1¢J)—————=HEADS AT END OF TIME

INCREMENT {(FT)
SF1(IyJ)—-—STORAGE FACTDR FOR

ARTESIAN CONDITIONS {GAL)
SF2{14J}====STORAGE FACTOR FOR WATER-

TABLE CONDITIONS (GAL/FT)
QIs Iy —CONSTANT WETHDRAWAL

RATES (GPD)
PERM{ I+.041 )=HYDRAULIC CONDUCTIVITY OF

AQUIFER BETWEEN T4 AND 1,041

IGAL/DAY/S5Q FT)

PERMIT +J4s2 }=HYDRAUL IC CONDULCTIVETY DF

AQUIFER BETWEEN T.Js AND I+1.+4

{GAL/DAY/SQ FTI
TiIpdslt=—=<AQUIFER TRANSHISSIVITY

BETWEEN I+J AND [sJ+1

{GAL /DAY ¥FT }
TiIyJy2h=——=AQUIFER TRANSMISSIVITY

BETWEEN T+ AND I+1,J
BOT{14yJ)-—=ELEVATION DF BDTTOM DF

AQUIFER {FT}

Ril4J)======RECHARGE FACTOR
{GAL/DAY/FT}

RH{Is9}———— ELEVATION OF LAND DR
STREAM SURFACE IFT)

RD{I +J)=-—=ELEYATION OF BOTTOM OF

STREAMBED OR ELEVAT 10N
BELOW WHICH EVAPOTRANS—
PIRATION CEASES (FT)
CHIT 4d)—==—— ELEVATION OF TOP OF
AQUIFER (FT)
LGAL/DAYRFT)
B=——————~=PEACEMAN—RACHFORD
B ARRAY
G==—-—==—e===PEACENAN-RACHFORD
G ARRAY
-AAyBB 4CC,DD—COEFFTCIENTS 1IN WATER
BALANCE EQUAY IONS

NR======waNO, OF ROWS IN MDDEL
NC====w=——~=NO. OF COLUMNS IN MODEL
NSTEPS=-—---NO. OF TIME INCREMENTS
DELTAnmmm—mm TIME INCREMENTS {DAYS)

HH+ ST +QQ, TT-EXAMPLE MODEL
DEFAULT VALUES

[ommrerem—e-—| MODEL COLUMN NUMBER
Jemm—mmeeen—RODEL, ROW NUMBER
IP—————-~1 COORDINATE OF PUMP
JP=mmmnme—ca) COORDINATE OF PUMP
PIKyKC)} —=r==PUMPING RATE AT WELL
K AT RATE KL (GPD)
HP = mmm e —HUMBER OF PUMPS
NEPww——w————NUMBER OF TIME INCREMENTS
PER PUMPAGE CHANGE
NRT-—====—==UMBER OF RATES N

PUMPING SCHEDULE

DIMENSION HI50,50)+HDI50450),
1SF1{50+501+QL50+50)sTI50:5042),
2BI50) ¢ GIS0V+R(50,50)sDLL50,50)

2 IPTICON 2 JP{LO0} 4 PLLOD,12)
44PERMIS04+50,2)+BOT{50+50)45F2{50,50}
5¢RHI50550) +RO{50450) sCHIS0,50)

oom [aRalsladal oo o8

GG e OGO -
-

wer e D

40

. ExixNal

3 X =12

47

TURN OFF UNDERFLOW TRAP

CALL ERRSET{208,256¢~1¢1)

DEFINE INPUT AND OUTPUT DEVICE NUMBERS
INTEGER OUT

IK=5%
oUT=6

READ PARAMETER CARD AND
DEFAULT VALUE CARD

READ{ INs LOINSTEPS yDELTA+ERROR »

INC s NRsTT 451 +HHyQQ4RR+RRH#RRDy 52+ CCHy PP 4 BOTT

FORMATI1642F6.0/216411F6.0)
READ PUMP PARAMETER CARD

READ{ INy15) NPsHSP.NRT
FORMAT {314}

READ PUMPING SCHEDULES

00 16 T=14NP

READ{ INs17} IP{1},JP {1},
HPITI+KY+K=1sHRT)
FORMAT{213,12F6.0}

FILL ARRAYS WITH OEFAULT YALUES

DO 20 I=1.NC
Do 20 JalNR
TEI+del)=TT
TiLyds2)=¥T
PERML T+J s )=fP
PERM{T )42 )=PP
SFLLE,JI=51
SF2(1+J)¥=52
H{[y31=HR
HOl(f+JI=HH
RLT+JI=RR

RH{ T » J ) =RRH
RDC T+ JI=RAD
CHI(T s ¥=CCH
BOT(T4+J)=BDTT
QL) =00

READ NODE CARDS

READL INs4O+END=S0T «J+TIT o delly T{IeJe 2}y
LSFLET a1 pHET 2 D)@ 0T J03RET ¥ JISRHITL 4 I )y
ZROCE 2 JIaSF24 L4 d14CHIL s} s PERMAL 4 ds )y
BPERM{ 1+J+2)yBOTII+J)

FORMAT(21232Fb6.042F4.049F 6.0}

G0 10 30

START DF SIMULATION

TIME=D

DEL=DELTA

KC=1

DO 280 ISTEP=1.NSTEPS

ENTER PUMPAGE SCHEDUWLES

I={ IS5TEP=1.0}/N5P+1.0
IF{ I~KC) 4% 345+ 49

DO 47 K=14NP

I=1P{K)

J=JPIKE

i s0)aPIKWRC)
DELTA=DEL

KCsRC+)

{Continued on next page)

Figure 72. Composite aquifer simulation program listing
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55
56

60
70
80
85

90
100

110
120

125
130

140

52

PREDICT HEADS FOR MEXT
TIME INCREMENT

D0 51 I=1,NC

DO S1 J=1,NR
D=H(IrJl-HD‘IvJ]

HO{ T J)=HIT4J)

F=1,0

IF(DL(T+.)).EQ.C.01G0 7O 48
IF{ISTEP.GT L 2VF=D/DLIT I}
IF{F.GT+5)F=5.0
IF{F.LT.0.,0)F=0.0
OL(T,d)=D
HUT,J)=H(1,J)+DEF

IFCHE T ) oLESBOT (T ;0 IHET ) =BOTi14+))40.01

REFINE HEADS

UPDATE TIME AND INITIALIZE ERROR
AND” ITERATION COUNTER

TIME=TIME+DELTA
ITER=Q

E=0.0
ITER=ITER+1

COLUMN CALCULATIONS

DO 160 1=1+NC
DO 140 J=1,NR

CALCULATE PEACEMAN-RACHFORD
B AND G ARRAYS

AA=0,.0

TF{H( T+ ) LT BOFUI 4 J WV IHET+ J1=BOTIT+ )

IFIHIT sJ)aLT.RDIT4J}}GO TO 53

RE=D.0

RB=1.0

GO TO 54

RE2(RH{I+J)=RDII4J})*R(TyJ)

RB=0.0

TR{HIE + J)LTLCH{T+J}IGO TO 55

5=5FLi1,J0}

GO TO 56

S=5F2tEs 00

BB=S/DELTA+RII,J)*RB

DOwHOU 1+ JY*S/DELTA—GQ (] +J)+RE

IFATHOC Ly J)=CHIT 2} I5IHIT 3 J}=CH{T ¢ ) 1oL T4 0.G)DD=00+
LUHOCT pII=CHET ¢ J)IR(SFLOE9JI=SF2114J)) /DELTA
€C=0.0 : :

IFLJ=1}Y60,T0s60

AA=~T{TyJ-L+1)

BE#BB+T(I,J~1»1)}

IF{J=-NR1BO4+90480

IF(PERM{I,)+1).£Q.0.060 TO 85

Tilyde L }=PERMET v Sy LIFSQRT (CAMTNL(HET 3 J 3y CHET 3030 -
1BOTUT »J} YR IAMINLI{HIL s J+1 s CHUT , U+ 10t =BOTIT 4 J+1) 1)
Cle=TilsJsl) :
BBeBB+TI14ds1)

IF{T-131004+110,100

BB=BB+T{1-14Js2)

DO=00+H{I=1J)3T{I=LyJs 2}

IF{I-NC)120,130,120

IFIPERMAT +J4+21.EQ.0.0)G0 T 125

TIT o J 22V =PERMIT yJ o 21 *SGRTILAMINLIMIT, J),CHET 2D )~
FBOTCI s JYIFLAMINLAHC I+13J) yCHII +14Jd} }—BOT(1+15)}})
BB=BB4T(§4J42)

DO=OD+HE 1+ SEET{D ¢ i 2}

H=BB—~AA*B(J-1)

B Jy=CC/n

GlJI=t0D-AA*G{J=1)}}/H

150

SO Oe

163

164

165
166

170
180
190
195

200
210

220
230

235
240
250

260

270

amo

300"

280
290

RE=-ESTIMATE HEADS

E=E+ABStH(INRI~GINR])
HI T4 NRI=G{NR]

M=MR=1
HA=G{NI=B{N)*H{T4N+1)
E=E+ABSTHA-H{ [ sH) )
HEEs N} =HA

H=N-1

fF{N.GT.0)GO TO 150

00 160 N=1+NR

IF{HIT + NI LGTLBOTLI NGO TO 160
E=E+BOT LI +N}+0.01-HII4N)
Hi 1+ NF=2BOT (] +N}+0.01
CONTINUE

ROW CALCULATIONS

D0 270 J=1,4NR

DO 250 F=1l+NC

Ab=(. 0

TFEHET 530 oLTBOTUT s JIYHIT » )=BOT (T4 )

IF{HI 1,J ) 4LTRD{I 2 ) IGD TO 163

RE=0.0

RB=1l.0

GO TG 164

RE={RH{ [ »JI-RD {1, JIIZR{T4J}

RB=0.0

TF(HITI+3)oLTLCH{T+J})GO TO 165

S=SFL{TyJ)

GO TO 166

$=5F2iT+J)

BE=S/DEL TA+R{T +J ) *RB

DEO=HDI I yJ}¥5/DELTA=QIT 4.} ) +RE

TROAHOGE s JI—CHUT p J3F#{H{T 42 =CHET 4+ J0) .1 T.0.00DD=D0+
ICHOCD s JI-CHUE ) ELSFL{T s JI=5F2{T1, ) }/DELTA
CC=G.0

IF{J-11170,180,170

BE=GBB+TI1,J-1,1)

DO=DD+HI{T 4 J=112T(T s d=1s1}

IF(J-NR) 190,200,190

IF(PERMII yJ51).EQu0.0)GD TO 195

TEUe S} =PERMIT 4 Js LY =SQRTL{AMINE{HIT+ J)CHET3 J) )=
IBOTI L J ) {AMINLAHA T4 J 1 ¥ o CHET s J+ 20 ) -BOT(14J+1)} )
DO=0D+HL T ¢ J+LIXT{T4ts1)

BEBaBB+T{I+Js1)

IF{1-1)2104220,210

BB=BB+T{I-14J+2}

Ad==T(I-1,042)

TFLT-HC 230,240,230

TF{PERMIT »J42 }EQ.0.0IG0 TO 235
Tlhyds2)=PERMIT 292 J3SQRT L{AMINLIHL{T o J } 4 CHIE I D ) —
IBOTIT s} P={AMINLIHIT 4140} sCH{1+2+J}}~BOTVIE+1,J2))
8B=6B+TiT 2]

CC=-T{Isdy2}

W=B8-AA*B{I-1}

BL1I=CC/W

G{I)=tDD—AASGII=11) /W

RE~EST IMATE HEADS

E=E+ABS (HINC 4 J1-GINC))
HINC » JY=GNC)

N=NC=t

HA=GINY =BINTEH{N+19J }
E=E+ABS{H(NyJ)—HA)

HIN, JF=HA

N= M-}

IFtN.GT+0)G0 TO 260

DO 270 N=1,NC
1F{H{N4J}.GT.BOT (N, ) }GD TO 270
E=E+BOT (N4} +0.01-HINyJ}
HINs J1=BOT (N, J)+0.0),
CONT TNUE

IF(E.6T.ERROR} GO TO 52

PRINT RESULTS

WRITE({QUT 4300 TIMEE 4 ITER
FORMAT{6H2T IME=yF642/ /7 2E20.74 15}
DELTA=DELTA%1.2

DO 280 J=1,NR
WRITE{QUT »290 ).y (HIL s J 0o I=1aNC)
FORMAT[15+5X s 10F1044/ ¢ 1 2X10F10.41)

5T0P
END

Figure 72 (Concluded)



DIGITAL MODEL FOR CAMBRIAN-ORDOVICIAN AQUIFER
OF NORTHEASTERN ILLINOIS

A digital model designed for the Cambrian-Ordovician
aquifer in the Chicago region of northeastern Illinois is an
example of the actual use of various program sections of
this report. Groundwater resources in this region of heavy
pumpage had been studied extensively, and water level
changes due to pumpage had been predicted by mathemati-
cal modeling. However, changes caused by greatly increased
pumping in recent years required an improved method of
prediction. Design and use of the digital model for this
purpose are described below. The problem is illustrated
by figures 73-79, and the program listing is given in figure
80.

As described in a detailed report for the Chicago region
(Suter et al., 1959), the Cambrian-Ordovician aquifer con-
sists in downward order of the Galena-Platteville dolomite,
Glenwood-St. Peter sandstone, and Prairie du Chien Series
of Ordovician age; and the Trempealeau dolomite, Fran-
conia Formation, and Ironton-Galesville sandstone of Cam-
brian age. The Cambrian-Ordovician aquifer is underlain
by shale beds of the Eau Claire Formation which have a
very low permeability. Available data indicate that, on a
regional basis, the entire sequence of strata from the top
of the Galena-Platteville to the top of the Eau Claire es-
sentially behaves hydraulically as one aquifer, has a fairly
uniform thickness of about 1000 feet, and has a gentle dip
to the east of about 13 feet per mile.

The Cambrian-Ordovician aquifer is under leaky artesian
conditions and receives a small portion of recharge from
Silurian age rocks or from glacial drift by vertical leakage
of water through either the Maquoketa Formation or Penn-
sylvanian shales in areas of northeastern Illinois and south-
eastern Wisconsin where these units overlie the aquifer. The
major portion of recharge occurs in areas to the west and
northwest of the Chicago region where the Maquoketa and
Pennsylvanian shales are missing and the Galena-Platte-
ville dolomite, the uppermost unit of the aquifer, directly
underlies the glacial drift.

According to Walton (1962), the leakage coefficient
P'/m' of the Maquoketa Formation (see equation 52) is
fairly uniform throughout northeastern Illinois and is about
2.5 x 107 gpd/ft®. Very little is known about the leakage
coefficient of the Pennsylvanian deposits, but from available
data, it is not unreasonable to assume that it is about the
same as the leakage coefficient of the Maquoketa Formation.

According to Suter et al. (1959) and Foley et al. (1953),
the transmissivity of the Cambrian-Ordovician aquifer is
fairly uniform throughout most of northeastern Illinois and
southeastern Wisconsin, and averages about 17,000 gpd/ft.
On the basis of studies by Walton and Csallany (1962), the
transmissivities of the individual units of the Cambrian-
Ordovician aquifer would have the values depicted in
figure 73. If water levels fall below the top of the aquifer,
the transmissivity is assumed to decline according to figure

73. In addition there is evidence (Suter et al., 1959) sug-
gesting that the transmissivity of the Cambrian-Ordovician
aquifer decreases south and east of Chicago and that changes
in the water-bearing properties are great enough to approxi-
mate the effect of two right-angle intersecting barrier bound-
aries occurring at distances of about 37 miles east and about
60 miles south of Chicago.

The artesian coefficient of storage of the Cambrian-
Ordovician aquifer is also fairly uniform throughout the
Chicago region and is estimated to average about 0.0005
(Suter et al., 1959; Walton, 1964). As groundwater develop-
ment increases in the future, gravity drainage of upper units
of the aquifer will occur and there will be a partial con-
version from an artesian to a water table coefficient of
storage. Since very few data are available to show water
table storage coefficient changes when water levels fall be-
low the top of the aquifer, the digital model was designed
with a water table storage coefficient of 0.05 on the basis of
studies by Walton (1964). However, further studies should
be made in the future to verify use of the single water table
condition storage coefficient.

Pumpage of groundwater from the Cambrian-Ordovician
aquifer in the Chicago region increased from 200,000 gpd
in 1864 to 52.3 mgd in 1960 (Sasman et al., 1961). Pump-
age is concentrated in seven centers as shown in figure 75
for the period 1864 to 1960.

The purpose of designing a digital model for the Cam-
brian-Ordovician aquifer was to improve on the method
previously used for predicting water level declines for pro-
jected future groundwater development. In the past, predic-
tion of water level fluctuations due to changes in pumpage
was accomplished with a simplified model aquifer and
mathematical model (Walton, 1962). This type of modeling
is linear in nature and had been highly successful until re-
cently. In recent years extensive groundwater development
has taken place to the extent that, in certain areas of the
Chicago region, dewatering of the aquifer is beginning to
occur. As this happens, the aquifer response to development
becomes nonlinear. This is because a conversion from arte-
sian to water table conditions takes place, a reduction of
the saturated thickness of the aquifer occurs, the flow of
water changes from two to three dimensions, and leakage
rates across confining beds reach maximum values. Thus,
as dewatering of the aquifer becomes more prevalent, the
simplified linear model becomes less valid for predicting
aquifer response.

The first step in designing the digital model was to dis-
cretize the aquifer and overlying confining layer as shown
in figure 74. A 100 by 100 variable size finite difference
grid was used to provide a detailed area of interest sur-
rounding the seven pumping centers and to avoid the use
of an excessive number of nodes. The grid interval in the
area of detailed interest is 1 mile per node. The finite dif-
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ference grid was positioned so that the last column and last
row coincided with the eastern and southern barrier bound-
aries, respectively. The first column and row were posi-
tioned so that they would effectively be beyond the area of
influence of the pumping centers.

The outcrop of the Galena-Platteville dolomite to the
west and northwest was approximated with straight line
boundaries falling along the 29th column and the 82nd row
of the grid shown in figure 74.

The pumpage graphs of figure 75 were idealized in 5-
year stepwise intervals, and these were programmed to
change every 6th time increment (NSP = 6).

The computer program for the Cambrian-Ordovician
aquifer model for the Chicago region is given in figure 80.
A complete sample data deck, consisting mostly of values
of pumping center pumpage rates, is given in figure 76. The
computer program was written mainly by piecing together
individual sections of the other programs of this report, but
additional programming was included for various purposes
as discussed below.

The main program features that have not been previously
discussed are outlined by the letter-designated sections of
figure 80. The programming of section A of figure 80
eliminates the need for node cards by adjusting the default
values for the variable size grid used (see equation 7). Sec-
tion B includes programming to incorporate a tape drive
for saving head values at intervals of every 5 years. This
is done so that adjustments in programming can be made
periodically by stopping the simulation, evaluating partial
results, and then continuing without the need to start from
the beginning.

Section G of figure 80 was included to further speed con-
vergence of head values in the first time increment after
changes in pumping rates have occurred. An analogy ex-
plains this process. Let us say it is desired to fabricate a
deep kettle from a flat sheet of copper with the use of a ball
peen hammer. Many blows would be necessary to change the
flat sheet into the kettle shape. A more efficient way of
forming the kettle would be to start with a sledge hammer
and, with a few blows, knock the sheet into an approximate
kettle shape and then complete the process by a few finishing
touches with the ball peen hammer. The sledge hammer
is analogous to section C, and the ball peen hammer is
analogous to the remaining iterative alternating direction
programming of figure 80. Since the aquifer properties
are locally relatively uniform, a guess can be made [by tra-
ditional formulas such as those given by Theis (1935) and
Hantush (1956)] as to what the changes in water levels
will be as a result of the incremental changes in pumpage.
On the basis of the hydraulic properties of the aquifer, sec-
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tion C of figure 80 was written to rough out the piezometric
surface by operating on 100 nodes of the model adjacent
to each pumping center after each change in pumping rate.
The remainder of the program then converges rapidly for
the heads at all nodes of the model.

Sections D and E of figure 80 adjust values of recharge
and storage factors for the variable grid size (see equations
52 and 44). Section F computes new values of transmissivity
when dewatering begins according to the data in figure 73.
Section F further readjusts effective transmissivity values to
fit the variable size grid of the model.

The digital computer model was checked for its validity
with a past history comparison of its response with that
measured in the field.

Figure 77 illustrates one of many such comparisons made
between actual and digitally simulated water level decline
maps. Further comparisons in water level declines versus
time are shown in figure 78. In general, agreement between
actual and digitally simulated aquifer response is good.
However, since massive dewatering of the Cambrian-Ordo-
vician aquifer has not yet occurred, the use of the model for
predicting future water level declines is somewhat in ques-
tion and should be further validated as more of the aquifer
is dewatered.

Increased pumpage from the Cambrian-Ordovician
aquifer was projected to the year 1995 on the basis of pump-
age estimates made by Walton (1964). Total pumpage from
the seven centers of pumping in 1995 was estimated to be
about 145 mgd. Figure 79 illustrates total declines in water
levels as computed with the digital model.
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Figure 74. Finite difference grid configuration for Cambrian-Ordovician

aquifer model
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CHICAGO REGIOM DEEP AQUIFER SYSTEM MODEL, E
COMBINED  TWO-DIMENSTOMAL AQUIFER <
SIMULATION PROGRAM INCLUDING EFFECTS
OF INDUCED INFILTRATION, WATER-TABLE 750
CONOETIONS, MONL INEAR TRANSMISSIVITIESs {
VARTABLE GRID SPACINGS, 755
CONVERTING FROM ARTESIAN 7O WATER- 760
TABLE STORAGE COEFFICIENTS, AND
VARIABLE PUMPING RAVE SCHEDULES. 765
A 770
DEFINETION OF VARIABLES ;ag
[
HO{ T4 JY === HEADS AT START OF TIME
INCREMENT (FT) 790
Hi{TyJ) —————-HEADS AT END OF TIME
INCREMENT {FT}
S{Ts))~renm==STORAGE FACTOR (GAL/FT) 8ol
GUIyJ)——=—=CONSTANT WETHBRAWAL
RATES (GPD) B892
Tilsds1)————AGUIFER TRANSMISSIVITY
BEFWEEN IsJ AND 1441 20
tGALZDAYSRT) c
T{Tg$+2) ~———BOQUIFER TRANSMISSIVETY c
BETWEEN I4J AND §+1y4 [
(GAL/DAY#FT)
R————————RECHARGE FACTORS
EGAL/DAY/FY)
A2 4BByCCyDD-COEFFECTENTS IN WATER
BALAMCE EQUATIONS C
MR==—=————=—Nf, OF ROMS IN MODEL c
NCwua—uw———NG, OF COLUMNS 1N MOGEL c
DOF TIME INCREMENTS c
DELTA--————-TVIME INCREMENTS IDAYS)
HH 3 S1, Q0 TT-EXAMPLE MODEL
DEFAULT WALUES.
[———====eae-MOGEL CILUMN NUMBER
Jo—ma—m e MODEL ROW NUMBER
IP-———————1 COORDINATE OF PUMP
JP——--————J COORGINATE OF PUMP
PIK KC)————PUMP ING RATE AT WELL
: K AT RATE KC (GPD)
NP===e===—eKUKBER OF PUMPS 60
HSP-mer——=—-NUMBER OF TIME JNCREMENTS 70
PER PUMPAGE CHANGE c
NRT————— ——-NUMBER OF RATES TN [+
PUMPING SCHEDULE c

CHi [} w—====-DEPTH TO TOP OF
GALENA-PLATTEVILLE
FORMATION (FT BELOW 53
TERQ REFERENCE LEVEL)

bl

DINENSI1ON H{ 100, E00) 4HO{ 100,100},
1Q0100,100)T{100+100+2),G{101),B(10L1),
2IP1 100}, JP{100FsPLLOO 255

3CH{ 1001 ,DL (100,100 )+ $1100,100)

CALL ERRSET (208 ,256+=1,1) B

DEFINE SPACIAL RODAL TNDICES

[aRaleRal

NR=100
NC=l00 i

-

READ PARAMETER CARDS

READ{ 53 10IHSTEPSDELTALERROR  ESTERS
FORMATII64+2F6.0+16)

READ{ 8YK4+HO '
LF{K.NEL.ISTEPSIGO TO 3

AEADIS+1L} NP, MSPHRY

FORMAT{314) '

L lsNaTa¥el

READ PUMPING SCHEDULéS

DD 12 J=1,NP C
READ(S5+413)0 IPI1) ¢ dP{L}, ’

LEPLL+K b 4K=L+NRT) .
FORMAT(213412F640/13F6.0/13F6.0}

CALLULATE DEPTH TD TOP DF
GALENA PLATTEVILLE FORMATION

DO 15 1=1,100

CHi IY=MINO (=1 p=256% ([ =29) ¢13= [NINDK
LMAXOG(35,4T),85)1-35))

FILL ARRAYS WITH DEFAULT VALUES

DO 20 T=1,100
00 20 J=1,100
S5t1¢J)=4.2E5
Ti154.11=17000.0
TiT+d+ 2)=1T000.0

[aXs1a WY ]
M

ADJUST DEFAULT VALUES
FOR" YARIABLE GRID ENTERVALS

IE{ I-34) 765,750,755
Tilede2)=Ti1,4521%1.33333

60 FD 7645

1F(1-841760,750,765
TiTsds2)=Fil43121%2.0

Filebe 11nT{lsdy 11505

1F1I~34) 79047704780

TOTsJe b b=TiT,8,11%1.33333

G0 70 790

IFLJ~88)785,770,790
TCTadelb=TiTsJs1}22.0
Ti0d42)=F(T4Js2)%0.5

CONTINE

IFt1.,LT.35,0R.1.6T.85) GO FO 891
S(TWJ IS L] 015045
1FIJLT.35.0R.J.6T85) 60 T 892
SUIpJ1=54T ¢ b *0.5

Qt1:01=0.0

OLE 13m0

HUls Ji=HO(L 30}

START DF SIMULATION

DEL=DELTA

KC=ESTEPS/6%)
TIME={KC~1)21825, |,

DO 320 ESTEP=ISTEPS:+NSTEPS

ESTIMATE HEADS FOR
NEXT TIME [NCREMENT
Ca

DO 70 T=1.:NC

00 TO J=1,HR
D=H{T,J)-HT(1,d)

HO[ T+ Jh=H{IsJ)

F=l.0

TFIOLEL 4 J)LEQ.0.0160 TD &0
IF{ISTEPGT«ISTEPS+LIF=0D/0L{I+J)
IF{F.6T.2)F=2.0
IFCFuLT.0.0)1F=0.0
DL{T+J) =
HUTsJ)=H{1 ) +D%F

ENTER PUMPING SCHEDWLES

Z=LISTEP-1.01/NSP+1.0
FFLZ-KC}53,51,53
IFUISTEPL.EQ.[STEPS)IGD TD 48
WRITE{8}Y1STEP+HD
WRITE(64+49)1STEP

FORMAT{ *ORECORD OUT*.1S///27/7)
5Q=0,0

IF{NSTEPS.GT.TSTEF)} GO TO S5

MRITE & YEAR HEADS
ON TAPE UNIT

HWRITE(BICH
0o 1 J=1.100

PRINT 5 YEAR HEADS
AT ALL MDDES

WRITES 653301, (HOCT 1) 4 1=14100)
CALL SYSTEM

ENTER P3EUDO
PIEZOMETRIC SURFACE

00 52 K=14NP
SQ=50+P (K +KC)

I=TPK}

J=JPIK]

DQ=CPLK,KC I—Q(T+)) P *1E-5"
1F{DQ.-EQ.0.0) GO TO 52
15=1-5

TF=1+5

J5=J=5

AJFeJes

DD 54 Li=15,1F
D0 54 JSJ=J5.IF
HUIT s 1=HIT§ +dd -D0Q
HiTpd)i=H{T J)=2,0%DQ
Qi JF=PLK LK)

CALCULATE ERROR TERM
ERRDR=50/3.0E5
DELTA=DEL

KE=KC+1

(Continuad on next page)

Figure 80. Program listing for digital model of Cambrian-Ordovician aquifer
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53

xEx1xK2X7] [a XX ¥aYa Nyl

[aXxixl )

691

b92

[xFala]

20

100
110

120
130

140
150

160

1710
9986

asomn

[aXaTxX>)

19l
192

TIME=TIME+DELTA N
ITER=D

E=0.0

ITER=ITER+] T

REFINE ESTIMATES DF HEADS BY . w

IADT METHOD

COLUMM CALCULATIONS

DO 190 Ii=l.NC

=11

IF(MODY ISTEP+ITER:2).5Q.1 )T=NC-T+1

SE¥ UP RECHARGE AND STORAGE FACTOR
ADJUSTMENT COEFFECIENTS FOR VARIAHLE
GRID SIZES

D 170 J=14MR

R=80000.0
TF{EsGE29.0ReJ+GE«BZIR=E 4 EE=5E5(T+J)
55=5{1+J)/DELTA

RECHARGE AND STORAGE CDEFFICLENY
CONTROL SECTIGN

IF(H{T +JIGTLCHIT)] GO FD 4691
REw=CH{1)#R

RB=0.0

$5=85%100

GO TQ 692

RE=0.0

RB=1.0

hhw(.0

B6=55+R*RB

CALCULATE B AND G ARRAYS

£C=0.0

O0=HO[T+JF#55-0(14J}+RE

IFEIHOd Ta 3=CHLT IR GHET 3 33 ~CHIT ). LT. 0. 0)
100=DD—{HOA T+ JI-CH{T1 ) 129902511+ 3) /DELTA
1F{1J=11904100,%0

AA=-T(1+3=1+1)

BRaBE+T(1,0-141)

JF{J-NR}1104+120,110

CL==T(15d41)

BB=BB+T{1I4J.l}

1F{1-1)130,1404130

BB=BR+T(i~14J:2)
DO=DD+HIT=1+ JI¥T (T=1+d,2}

1FLI=HCY 150415604150

BE=BA+TIT 4 J42)

DD=DD4HT+1 30 33T (T4 J92)

W=BB—-AA®BIJ-1)

FFIHEQa(, HRITECS y9OB JAABB yBLJ=-11+1 3 I+ CCoDDHHOLI y M) 4HI T+ J)
Bt =CL/W

Gl J) =t DD~ARXGLI=1 1) /W
FORMAT{3F20.6+2110+4E10.4]

RE=ESTIMATE HEADS

E=E+ABSIH{I yNR)=GINR)}
Hi 1 +NR}=GINR)

H=NR-1

HASG{ MY —BANIEHTEN+E )
E=E+4BS (HA=H(I4N}}
H{IyN}=HA

N=h~=1
TF(N}190,190,180
CONTTNUE

ROW CALCULATIONS

DO 300 JJ=14+NR

J=dd

1F{MDD L ISTEP+ITER 2 +EQ.1)J=NR~Jo}

SET UP RECHARGE AND STORAGE FACTOR
ADJUSTMENT COEFFICIENTS FOR VARIADLE
GRID SEZES

D0 280 lx)4NC

R=80000.0

IFLT aGEe29a0RsJoGE B2 IR=6 »HE~5ESTT4J)
§S=501+J)/DELTA

RELHARGE AND STORAGE COEFFICIENT
CONTROL SECTION

IFERIT+J).GV.CH[1}) GO TO 191
RE==CH{I}eR

RB=gu

S55=55%100.0

G0 TO 192

RE=D.0

Ab=l.0

AR=0,.Q

BB=55+RERE

Figure 80 (Concluded)
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c

200

210
220

230
240

250
2560

270
280

290

[N X2 Nl

810
820

430
340
as50

855
a6l

865
aT

880
1:3-3

as0°

320
330

CALCULATE B AND G ARRAYS

€C=0,0

DD=HD( T4 ) *55=0{1 +J} +RE

TREIHOE T+ JI=CHID) = [HIT ¢ JI-CHI F) )L Ta0.0)
1PD=0D-{HOL D ¢ J ) =CHIT) F*99.0%5{ 14 J) /DELTA
IF{d~1]200,210,200

BE=BB+T{1sJmisk)

00=00+HAT +J=104T 4Ty 141}

TF{J~NR) 2204230+220
DO=DD+HT T+ 2+ 1) =TH 4 Js 1)

Be=BB+Tt].J+1)

TFIT1~11240,250,240

BB=BE+T{[=1sJs2}

Ad=-T(1-14+J:2}

TF{I~NCI260,2704+260

BR=BB+T(1,J,2}

CC==THI 921}

WeBB-AASB(I-1}

BiTt=CC/W .

GI Ty =(DO-ARXGLI-1)) /W

RE-ESTIMATE HEADS

E=E+ABSIHING s JI-GANCTY
HINC, #}=GINC}

N=NC-1

HA=GE NF=B(N}*HiN+1,J)}
ExE+ABSIHINJ)=HA}
HI{M+J}=HA

=N
IF(HALGE.CHIIY) GO TO B9Q

COMPUTE TRANSMISSIVITIES AS A
FUNCTION OF HEADS AMD MAKE ADJUSTMENTS
FOR. WARIAGLE GRID SYZES

TisJr11217000.0
TL14,2}=17000.0

IF(J.EQ.100) GO TO 820

HI==SORT CIHCT 4 JIRH (T ;041003 =CHIT}
1IF{H1.GE.0) GO TO 920
IF{H1.LT.~500) GO TO B1O

TUlede LI=17000+5.15HL

60 TD 820

Tild, 1 )=14450,+17.08{HE+500}
1F{1,EQ.100) 6O TC G40
H22=SQRT{EH{ T JISHET+1,J) ) 3-CHET )
TF{HZ.GE,.0} GO TO 8§40
FFIH2,LT.-500) 0 70 830
Ti14d:2)21T000.+5.18H2

GO TO 840

TE10d+2h2145450.417 JOF{HZ+500)
LF{H] LT.—-850,0)T(] 1 Jr L) 26846% (H1+1025.0)
TFAHZ2 LT omB50.01T 1140521248 .6%{H1+1025.0}
IF{ 1341865 8504855
T{14J,21wTT5ds21%1,33333

60 To 865

IF( 1-84) 860,350,865
TihsdeZInT(14d42)%2.0
TEIsde10aTi]yds03%0,5
1F{J-34)990,870,840
TilpdolbaT (T ds11%1.33332

G0 T 899

IF( J-881885,870,890

TULy s L =TED o Jp 12420
TIT3J+23=FAlads21%0.5

CONT INUE

N=N=1

IF{N1300,300,290

CONTINGE

IF{E.GT.ERROR} GO TO B0

PRINT RESULTS FOR DETATLED
AREA OF INTEREST

T365=TIME/365.0+41860.
WRITE{64210)T365,4E,IVER
FORMATIGHZYEAR= PV 2///1E20.74 15}
DELTA=DELTA*].2

0y 320 J=35,65
WRITECH4330)00y [H{T 40} 1035,85)
FORMATI TS5 +5X+ LOFL1Q, 4 /112X 0F 10401}
STOP

END



COMPARISON OF DIGITAL AND ELECTRIC ANALOG SIMULATIONS

A digital model was designed to study a complex aquifer
situation previously described in an electric analog study
by Walton and Prickett (1963). The complex aquifer situa-
tion is shown in figure 81. The aquifer properties shown
were discretized with a square finite difference grid having
an interval of 660 feet. The digital model, like the electric
analog model, contained 19 columns and 30 rows. A single
well was located at node coordinates i= 12, j = 16 and was
pumped at a constant rate of 1.11 mgd for a period of 180
days. The digital computer node card data for this model
are shown in figure 83. Additional input data were an
initial DELTA of 3.711 days, NSTEPS equal to 13, an ERROR
value of 0.1 feet, and default values of transmissivity of
zero and storage factors of 10,000. The category printout
program of figure 28 was used to produce the digital com-
puter output shown in figure 82.

The contour map of figure 82 was obtained from an
electric analog constructed for the aquifer situation described
above. A comparison of the digital and electric analog re-
sults indicates excellent agreement. The differences between
the two results of figure 82 are due mainly to discretizing of

TIME=179.97
0.615698TE=D1 4
CO000O0D000O0COO
D00000000O0
000 CO0O0ODOD
000D DODOD
00000000 AAAARA
GOO0O0CGAAHR AAANKAANA
CODODOAARRAAAMAABAARANARA
00 00GCAAAAMRAMLAMAALALAA
00004 A ALARMARMNRAAMNSA A LSADR
COAAAALAABAEBBSAAA
CAAAAAAALILLBBA
LA AAA 222t18
5233211
T 65432
57897643
1124699976
AB8112357948748
BBB1234&S5TT&
ABB11234565
ARBB112Z23
aAAABBLIL
AAMAABBEB
AARAAANAAR
AAAKA NG AA
AAAANARARAMRM
AAAAAAAAMADRA
AAAAAADGAR
AAAAAAAAD
CAMAAADDD
COO0000D00 ¢
DIGITAL MODEL EXPLANATION
LETTER OR GRAWDOWN
‘ HUMBER BETHEEN
BLAMK==== == AQUIFER M)SSING
0-ms=vsn0.0 AND 0.0} FEET
Aen 01 AND 0.50

0.5 AKD
-~1 A4D 2
-2 AND 3
——--3 AND &

DIGETAL RESULTS

time in the digital model and circuit loading effects of the
oscilloscope in the analog model.

COEFFICIENT OF COEFFICIENT
TRANSMISSIBILITY, OF STORAGE,
N gpd/ft FRACTION

SCALE OF MILES
0 i 1
=]gr=

(From Nalton & Priokett, 1863)
Figure 81. Diagrams of complex aquifer situation

FUMPED
WELL

[y

ELECTRIC ANALOS MODEL
EXPLANATION .

BARRIER
BOUNDARY

s

\ - DRAMDOWN £ONTOUR,
2.5,

\\ IH FEEY

ELECTRIC ANALOG RESULTS

Figure 82. Comparison of digital and analog water level contour maps
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PUMPED WELL CHARACTERISTICS

One of the main assumptions upon which the digital
models of this report were based includes vector volume
techniques requiring that the flow lines within each vector
volume be parallel to one another (see figure 2). This as-
sumption is a valid one with the exception of nodes near
pumping wells. Near a pumped well node the flow lines
converge on one another and the flow cross section con-
tinuously decreases toward the well.

Studies related to the effects of the converging flow
problem around pumped well nodes of electric analog
models were reported by Prickett (1967) and Rushton and
Herbert (1966). These studies showed that if an analog
model was constructed on the assumption of parallel flow
lines within the vector volumes adjacent to a pumped
well node, then the effective radius of the simulated fully
penetrating pumped well can be computed from the follow-
ing formula (Prickett, 1967).

Iy = 2/4.81 (63)
where
ry = effective radius of the simulated pumped well, in
feet
a = finite difference grid interval, in feet

Therefore, the drawdown or head measured at a pumped
well node should be related to a well with a radius given by
equation 63.

Similar studies were made while developing the digital
models of this report, and the results were identical to those
in the electric analog studies. Therefore, the drawdown
or head calculated at a pumped well node of the digital
model should also be related to a well having a radius given
by equation 63.

Further, the following formula may be used to obtain
the drawdown or head in a well which has a radius different
from that given by equation 63.

s = 0.3665 (Q/T) log (a/4.81r.) (64)

where
s = additional drawdown or head decline to be added

to calculated value from pumped well node of the
digital model, in feet

T = aquifer transmissivity in vicinity of pumped well,
in gpd/ft

Q = pumping rate of the well, in gpd

log = the logarithm with base 10

Equation 64 was derived directly from the Theim (1906)
equation.

The effects of partial penetration of the production well,
well losses, and gravel packs can also be digitally simulated,
with modifications to the programs, by methods developed
by Prickett (1967).
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